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Foreword

Climate change is the preeminent challenge of the 21st century and threatens to erode the 
many development gains made in Asia and the Pacific region.  It is likely to exacerbate the 
frequency and intensity of extreme weather events. The region contains seven out of the 
world’s ten most vulnerable countries and the economic impacts could be huge.  Asian 
Development Bank (ADB) studies forecast that under a business-as-usual scenario, annual 
economic losses could be as high as 5.3% in East Asia or as much as 12.7% in the Pacific 
by 2100. On the average, economic costs of disasters in Asia and the Pacific region could 
reach $53.8 billion annually. In 2013, developing Asia accounted for 35% of energy-related 
global carbon dioxide emissions and continues to rise, further aggravating the region’s 
vulnerability. Against this background, ADB is strengthening its commitment to assisting its 
developing member countries (DMCs) in meeting the climate change challenge.

In its recent Midterm Review of Strategy 2020, which guides all of ADB’s work, climate 
change was identified as one of ten strategic priorities.  As such, ADB is, inter alia, enhancing 
its focus on climate change adaptation, mainstreaming resilience and integrating adaptation 
and disaster risk reduction measures into all its activities, including operations and country 
policies.  ADB has already mandated climate risk management in all its projects. Last year, 
ADB provided $3.27 billion for climate finance, $988 million of which was for adaptation 
initiatives. 

Although finance  is imperative in addressing climate change effectively, technological 
solutions will also play a key role. Acknowledging the importance of technology, ADB’s 
Regional and Sustainable Development Department, under the technical assistance on 
Enhancing Knowledge on Climate Technology and Financing Mechanism funded by the 
Government of Japan, has compiled this compendium to help DMCs identify technologies 
that would help them address the impacts of climate change. 

The available and innovative technologies that are detailed here address the climate 
change impacts in six sectors: agriculture, coastal resources, human health, transportation, 
water resources, and disaster risk management. The document includes information on the 
effectiveness, cost, benefits, and barriers about each technology. Disseminating this very 
timely information is the first step in recognizing that technologies are already available 
today to promote green growth and, more importantly, to enable adaptation to a changing 
climate.  Sound and sustainable technological choices enhance resilience and facilitate 
adaptive behavior and development. I hope this document will provide a useful reference 
for ADB’s DMCs.  

 

Ma. Carmela D. Locsin 
Director General
Regional and Sustainable Development Department 
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CHAPTER 1

Introduction 

Asia faces significant risks from climate change. According to the latest report from the 
Intergovernmental Panel on Climate Change (IPCC), Asia could see decreases in water 
supply and food production in many areas, increased risks to coastal areas, and increased 
exposure to more intense extreme events (IPCC 2014). The climate is changing and is very 
likely to continue changing. Even extensive efforts to curb greenhouse gas emissions will 
only slow climate change, not avoid it. Thus, adaptation is a necessity.

A key component of adaptation is technology. Technology can help protect society from 
changing climate conditions, improve productivity, and help in the more efficient use of 
threatened resources such as water. This report identifies a number of existing and emerging 
technologies that can help Asia adapt to climate change. Its objectives are to identify and 
analyze adaptation technologies that can ameliorate the potential adverse impact of 
climate change on the developing member countries (DMCs) of the Asian Development 
Bank (ADB) in order to help ADB support its DMCs in planning proactively for climate 
change. 

To be sure, technology is not the only component of a sound approach to adaptation. 
Improved management of resources at risk, governance, and other aspects of natural 
resource management are also important. This report centers on the role of some 
technologies in a number of key sectors that can significantly help societies in Asia as they 
address the increasingly significant impact of climate change.

Following a brief description of climate change in Asia, this chapter describes how the 
report is organized.
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Box 1: Brief review of climate change in Asia

The climate has changed across Asia over the last century. Observed annual mean temperatures have increased up to 
3°C since 1900, with the most warming occurring in North Asia (Cruz et al. 2007). Observed annual mean precipitation 
trends indicate strong variability in different regions, including some areas of some areas of decreased and other areas 
of increased precipitation  (Cruz et al. 2007). Trends have shown a decrease in annual mean rainfall in the northeastern  
and northern regions of the People’s Republic of China (PRC), northeastern India, Indonesia, coastal Pakistan, and the 
Philippines. But trends have also shown an increase in annual mean rainfall in Bangladesh, western and southeastern 
PRC, and western areas of the Philippines. Studies report an observed increase in the intensity and frequency of extreme 
weather events globally and in Asia (Cruz et al. 2007; IPCC 2012). For example, extreme weather events associated with 
El Niño were reportedly more frequent and intense in Southeast Asia in the last 2 decades of the 20th century than in 
previous decades. Damage from intense cyclones has increased in Cambodia, the PRC, India, Iran, the Philippines, and Viet 
Nam, and on the Tibetan Plateau. The sea level in coastal Asia has been rising at a rate of 1–3 millimeters per year (Cruz 
et al. 2007). 

Climate change is expected to result in continued changes in temperature, precipitation, extreme events, and sea level, 
both globally and in Asia (IPCC 2012). The rate of these changes may accelerate as well. Global temperature increase 
is foreseen to accelerate in the 21st century, with both seasonal and regional variations within Asia (Cruz et al. 2007). 
Warming is likely to be least rapid in Southeast Asia, while the greatest warming could occur in Central, West, and  
North Asia. 

Most of Asia may see an increase in annual precipitation, again with regional variation within the continent (Christensen et 
al. 2007; Cruz et al. 2007); the largest increases are projected for North and East Asia. Mean precipitation in Central Asia, 
however, is likely to decrease. Extreme weather events, including heat waves and intense precipitation, could become more 
frequent in South, East, and Southeast Asia (Cruz et al. 2007). A 10%–20% increase in the intensity of tropical cyclones is 
projected on the basis of a 2°C–4°C increase in sea surface temperature. Global sea level is expected to rise 3.8 millimeters 
per year by the end of the 21st century.

The regional variation in precipitation within Asia is likely to be significant because of variation in land surface movement. 
Relative sea level, which is influenced by factors such as thermal expansion, tectonic movement, ground subsidence, and 
changes in river water levels, could reach 90 centimeters in the Huanghe Delta by 2050 (IPCC 2007).

Structure of the Report 
This report discusses specific climate change impact and vulnerabilities, and identifies 
technologies needed to help reduce those vulnerabilities. It then presents examples of 
existing technologies that will meet those needs for six sectors: 

Agriculture, 

Coastal resources,

Human health, 

Transportation, 

Water resources, and

Disaster risk management. 

This paper is organized by sector. Within each sector chapter is a discussion of impact, 
vulnerabilities, technology needs, and technology examples across the main ADB 
regions (East, Southeast, South, Central and West Asia, and the Pacific) based on 
published literature. The potential sector-specific adverse impact of climate change and 
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vulnerabilities are discussed by region, and region-specific needs for technologies in support 
of adaptation are identified. The next section within each chapter presents a discussion of 
some technologies that can meet those needs. At the conclusion of each sector chapter 
is a synthesis table that combines the needs and technology assessments, and identifies 
existing gaps in available technologies. The synthesis portions of the chapters summarize 
the information presented in the chapter. 

Discussion of climate change impact, vulnerabilities, and 
adaptation technology needs
This section identifies climate change impact, vulnerabilities, and adaptation technology 
needs by sector: agriculture, coastal resources, human health, transportation, water 
resources, and disaster risk management. Significant regional variations are noted.1 
Although climate change impact is expected to be primarily adverse, beneficial impact may 
occur in some cases, and these cases are noted.

The application of adaptation technologies can reduce current and future vulnerability to 
climate change. Within each sector chapter, the first table synthesizes the climate change 
impact and technology needs presented in the section. It links climate change impact to 
technology needs by sector, as disaggregating the technology needs by region would result 
in significant repetition. This list of technology needs is not intended to be exhaustive. 

Although they are presented by sector, many of the technology needs identified and 
highlighted in the table cut across sectors. They address current vulnerabilities and improve 
resilience to the impact of climate change. Many technologies also address various types of 
climate change impact or are applicable to various sectors; these crosscutting technology 
needs are identified with an asterisk and discussed further in the crosscutting chapter. 

Review of climate change adaptation technologies
Adaptation technology can be defined as “the application of technology in order to reduce 
the vulnerability, or enhance the resilience, of a natural or human system to the [impact] 
of climate change” (UNFCCC 2005, 5). These technologies can be classified into “hard” 
technologies, such as equipment and infrastructure, and “soft” technologies, including 
management practices and institutional arrangements (Christiansen et al. 2011). But some 
technologies, such as new crop varieties, are not so easy to categorize. Many technologies 
can be used to address current vulnerabilities to climate and other environmental, economic, 
and societal concerns, and to reduce future vulnerability to climate change impact. Some 
can also be used to address several types of climate change impact in different sectors. 

For the purposes of this report, the technology review deals mainly with emerging hard 
technologies. In some cases technology classified here as “emerging” may already be in 
use in another part of the world, but is yet to be introduced or used more widely in, Asia. 
The focus on hard technologies excludes managerial approaches to adaptation, although 
decision makers should weigh these “softer” forms of adaptation equally in evaluating 
appropriate adaptation actions. In some cases, soft technological approaches may be 

1 This report covers the following regions: East Asia, Southeast Asia, South Asia, Central and West Asia, and 
the Pacific (small islands). Appendix A lists the countries in each region. In cases where these regions do not 
correspond exactly to regional categories described by other authors, these differences are noted.
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the most cost efficient or practical. What is presented here is a sampling of available hard 
technologies to reduce climate-related vulnerabilities. 

The technologies covered in this report are diverse. Some are very specific technologies, 
such as floating agriculture, whereas others are broader technology categories, such as 
crop breeding. The intent is to provide a representative overview of the wide diversity of 
technological approaches to adaptation that can be supported in a developing country. 

This list of available technologies is not exhaustive, but is provided to give the reader an 
idea of the wealth of technological approaches available to reduce vulnerabilities. A general 
overview of each technology is presented, followed by a discussion of the following factors:

Effectiveness, 

Relative cost,

Co-benefits, 

Co-costs, 

Barriers to implementation, 

Feasibility of implementation, 

Scale of implementation, 

Applicable locations and conditions, 

Potential financing and marketing, and 

Resources for further reading. 

For each technology, some categories are scored on the basis of research done for this 
report, as well as subjective judgment. These scores should be considered along with the 
text describing the attributes of each technology. In addition, scores could change as local 
factors change. Therefore, each technology should be evaluated individually in relation to 
contextual factors such as local geography, politics, local knowledge, or access to supplies, 
which might influence the scores in a given situation. The score for each category should 
be considered in close association with that technology’s other attributes (e.g., even though 
a technology might be effective, its implementation may not be feasible or may be cost 
prohibitive). Technology is scored “most desirable” if it is deemed highly effective or has 
low co-costs, among other positive factors; “intermediate” for moderate ratings; or “less 
desirable” if it has a relative cost or few co-benefits, or if its ratings based on the other 
factors are relatively low. 

Although the scoring is subjective, it follows these general guidelines:

Effectiveness. This criterion measures how well a technology reduces vulnerability or 
increases resilience. Technologies included in this report are inherently effective in some 
capacity, or they would not have been selected for discussion. This point is reflected in 
the effectiveness scores. Very few technologies were given an “intermediate” score and 
only one received a score of “intermediate to less desirable.” Overall, in order to achieve a 
“more desirable” score on effectiveness, a technology must have some capacity to reduce 
vulnerability or increase resilience to climate change. However, there may be other factors 
to consider. For example, beach nourishment received an “intermediate” score because, 
as sea levels rise, it will become increasingly less effective at providing adequate storm 
protection as the area available for nourishment diminishes. In contrast, early warning 
systems were given a “more desirable” effectiveness score because they have been used 
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throughout the world to save lives and are likely to be effective against the wide-ranging 
impact of climate change. 

Relative cost. Relative-cost scores are based on cost figures obtained in the research, with 
the “more desirable,” “intermediate,” and “less desirable” scores being assigned according 
to a numeric scale given in the footnotes to the summary table. The cost scores are not 
consistent across sectors because the range of costs can differ substantially. All amounts 
are in US dollars.

Co-benefits. This criterion measures other benefits besides reducing vulnerability or 
increasing resilience the technology may provide, such as increasing ecosystem services 
or creating jobs. Co-benefit scores are based on the number and quality of the co-benefits 
from the technology. For example, wetland restoration, which offers several ecological  
co-benefits, received a “more desirable” score, whereas structural barriers received a “less 
desirable” score because the technology offers few co-benefits.

Co-costs. This criterion measures the negative consequences of using the technology, 
such as ecosystem destruction or job loss. Co-cost scores are based on the number and 
magnitude of the co-costs incurred with the technology. For example, interbasin water 
transfers received a “more desirable” co-cost score as the negative ecological and social 
consequences can be significant for certain projects, whereas e-health has few co-costs 
and thus received a “less desirable” co-cost score. 

Barriers to implementation. This criterion measures the difficulties standing in the way of 
technology implementation, such as the need for infrastructure investment or a specialized 
set of skills. The barrier scores are based on the number of barriers identified for the specific 
technology. 

Feasibility of implementation. This criterion is particularly subject to contextual factors 
such as internet availability but also reflects such considerations as whether the technology 
has been adopted elsewhere and is appropriate for different conditions. A technology still in 
the research phase may receive a “less desirable” score; one that can be easily implemented 
in a variety of settings, a “more desirable” score. Here local context is also of particular 
relevance, as some technologies might be feasible in coastal or urban settings but not in 
rural settings, or vice versa. 

In addition to the scores in the foregoing categories, narrative consideration is also given to 
each technology in the following categories, which do not lend themselves to evaluation 
within the scoring system used in this report:

Scale of implementation. This criterion measures the scale at which the technology is best 
applied. Some technologies, such as an irrigation system for a farm, are site specific, whereas 
others, such as an early warning system, can be implemented to cover a wider region.

Applicable locations and conditions. This criterion considers geophysical factors 
surrounding the use of the technology. For instance, technologies to minimize drought risks 
are perhaps less relevant to areas where increased precipitation is expected, and coastal 
technologies such as beach nourishment are applicable only to coastal areas. 

Potential financing and markets. This criterion considers factors such as the availability 
of the technology through private markets or an academic institution, or its use by other 
international organizations. It characterizes funding channels as public or private, and as 
established or emerging. It also considers the possibility of cofinancing or public–private 
partnerships. 
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Implementing a technology to increase present as well as future resilience to climate change 
makes sense in many cases. Additionally, quite a few technology needs identified here 
relate to issues that cut across sectors and have co-benefits. These needs are highlighted in 
the chapter on crosscutting technologies, which ends this report.

Synthesis
Each chapter concludes with a synthesis of the discussion of climate change impact, 
technology needs, and appropriate technologies in the chapter. Most of this information, 
together with the technology scores, is presented in graphic format in a synthesis table 
at the end of the chapter. The tables also draw attention to technologies that address 
multiple needs in the sector, and begin to identify areas of overlap with other sectors (this 
information is further highlighted in the chapter on crosscutting technologies). While the 
tables provide an overview of the information presented in the chapter, however, they 
do not capture nuances of information and for that reason should always be considered 
alongside the text. 

Discussion of crosscutting technologies and conclusions
This chapter features technologies that serve various needs across different sectors. No 
single technology is universally applicable, but the technologies discussed here have proven 
invaluable elsewhere and could help resource-strapped countries increase their present as 
well as future resilience to the wide-ranging impact of climate change.

While it is useful to draw readers’ attention to these crosscutting technologies, however, 
the weight assigned to crosscutting qualities should be limited to an appropriate amount. 
In every case, decision makers must consider the local context in selecting technologies.  
A technology that addresses a specific impact alone might still be the most cost-effective 
way of reducing a given vulnerability. Additionally, hard technologies, such as those 
discussed in this report, should also be considered alongside management, operational, 
programmatic, or policy-based adaptation. In many cases, such approaches could provide 
the most efficient and effective path to ameliorating impact.

An overall assessment of the report findings brings the report to a close. 
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CHAPTER 2

Agriculture

This chapter brings together information from published literature and expert knowledge 
on the projected impact of climate change on the agriculture sector and the related 
technology needs, and gives selected examples of adaptation technologies. 

Section 2.1 presents the potential climate change impact on agriculture in each of the five 
regions where ADB operates and maintains offices, and connects it to technology needs 
that would help reduce the vulnerability of countries to that impact. Although much of 
the impact on agriculture will be negative, this research also illustrates the possibility of 
beneficial impact.

Section 2.2 cites examples of technologies that meet those needs and evaluates their 
applicability to the Asian developing countries according to specific criteria discussed in 
Chapter 1. The seven agriculture technologies evaluated in this chapter are:

Crop breeding,

Fungal symbionts,

Laser land leveling,

Pressurized irrigation technologies,
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Floating agriculture,

Improved livestock feed, and

Temperature regulation for livestock.

Section 2.3 synthesizes the adaptation needs and technology assessments to arrive at an 
inclusive overview of the challenges to agriculture and some potential solutions. It also 
highlights interesting findings.

For detailed information on the methods used to develop this section, see Chapter 1. 

Climate Change Impact on Agriculture
Climate change can affect agriculture in a number of ways. A reduction in precipitation and 
in snowfall and ice melt, and saltwater intrusion into aquifers and freshwater bodies, can 
lower yield by decreasing available freshwater. But a rise in precipitation and a large increase 
in snowfall and ice melt can also reduce crop yield through flooding or damage from high-
intensity storms. Changes in average temperature, particularly upward changes, and the 
timing and distribution of precipitation can likewise affect crop yield (Long et al. 2006; 
Battisti and Naylor 2009; Padgham 2009). And they can alter the distribution pattern and 
population size of insect predators, and disease or fungal infection rates. 

The impact of climate change on agriculture in Asia is likely to vary significantly by region 
(Cruz et al. 2007). In East Asia, for example, Bosello, Eboli, and Pierfederici (2012) project 
a loss of about 3% in gross domestic product (GDP) by 2050 for the People’s Republic 
of China (PRC) due to decreased crop productivity caused by a 1.97°C increase in 
temperature, and a GDP gain of about 0.5% due to increased agricultural productivity. 
Impact is also likely to depend on agricultural practice (e.g., crop variety, farming method, 
food production system). The Intergovernmental Panel on Climate Change (IPCC) has 
noted: “A number of regions . . . are already near the heat stress limits for rice. However, 
carbon dioxide fertilization may at least in part offset yield losses in rice and other crops” 
(IPCC 2014, 3). 

The following subsections present examples of climate change impact on the agriculture 
sector in each ADB region.

East Asia
Projected changes in temperature and precipitation in East Asia are foreseen to have 
negative impact on rice production, unknown impact on wheat and soybean production, 
and potentially positive impact on potato and sugarcane production (Lobell et al. 2008). In 
the PRC, climate models predict continued warming in the north, and continued contrast 
in rainfall levels between the northeastern and southern regions (Piao et al. 2010). The 
loss of moisture stored in the country’s glaciers may reduce the water available for irrigated 
agriculture downstream (Tao et al. 2003; Piao et al. 2010).

In the Republic of Korea, climate impact is likely to include higher temperatures and 
increased rainfall, which could increase the incidence of pests and diseases (Kim 2009) 
and affect the production of rice, barley, fruits, and vegetables. Mongolia, on the other 
hand, faces the threat of desertification, as well as the potential melting of the permafrost 
that covers more than 60% of the country (UNEP 2009). 
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Southeast Asia
Increased temperatures, droughts, heat waves, and flooding are expected for Southeast 
Asia. As a result, demand for irrigation could intensify and crop yields decrease over the 
long term (Morton 2007; Lobell et al. 2008). Cambodia is projected to experience drought, 
saltwater intrusion, water shortages, and erosion (Cambodia MOE 2006; Christiansen, 
Olhoff, and Traerup 2011). The country’s vulnerabilities may worsen. Drought accounted for 
a 20% drop in rice production between 1998 and 2002. Eighty-one percent of households 
in Cambodia that were interviewed for this study reported experiencing agricultural water 
shortages.

Rice crop yield in Thailand is also likely to be lower because of climate extremes (Felkner, 
Tazhibayeva, and Townsend 2009). However, milder climate changes, including increased 
rainfall, may present beneficial opportunities to Thai farmers. In the Lao People’s Democratic 
Republic (Lao PDR), the dry season could be longer, but annual precipitation could also be 
higher (Lao PDR MAF 2009).

Indonesia must contend with the prospect of flooding and drought, among other effects of 
climate change (Naylor et al. 2007; UNFCCC 2010). Rice cultivation and perennial farming 
could feel the impact. Drought and flooding, and a greater incidence of pests and disease, 
may beset the Philippines as well (REECS 2010).

In Viet Nam, agriculture could be affected by flooding, drought, saltwater intrusion, and 
more heavy rains and typhoons (Viet Nam MONRE 2005; ACCCRN 2009; ADB 2010a). 
Crop yield could be reduced.

South Asia
Increased temperatures and changes in rainfall patterns could cause heat waves, droughts, 
and flooding in South Asia (Lobell et al. 2008; Ahmed and Fajber 2009; Sterrett 2011). 
Agriculture on the Indo-Gangetic Plain may have to deal with a shift in peak water supplies 
as precipitation decreases and snowmelt occurs earlier at high elevations (Morton 2007). 
In addition, wheat and maize yield could be reduced by drought (Byravan and Rajan 2008).

In India, changing monsoon patterns are projected to reduce sorghum and wheat yield by 
up to 32% by 2080 (Ortiz et al. 2008; Srivastava, Kumar, and Aggarwal 2010). Bangladesh 
is likely to undergo saltwater intrusion, erosion, and flooding (Bangladesh MOEF 2005; 
Christiansen, Olhoff, and Traerup 2011). A reduction of 17% in rice production and 61% in 
wheat production could follow.

Bhutan may experience temperature changes, flooding, and rainfall variations, including 
drought (Bhutan NEC 2006). Crop yields and soil fertility could decline as a result—a 
30%–50% reduction in rice productivity is projected—while pests and diseases could 
multiply. The effects of an increase in extreme weather events on the people are likely to be 
significant in a country where 79% rely on subsistence agriculture and 46% of those in the 
countryside are vulnerable to drought.

Increasing drought and changes in the amount and seasonality of rainfall could occur  
as well in Sri Lanka (UNFCCC 2000).  The incidence of diseases affecting rubber 
plants could rise, and rubber production could go down, together with rice and coconut 
production. A temperature increase of 0.5°C is projected to reduce rice output by 5.91% 
(UNFCCC 2000).
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Erosion and saltwater intrusion may reduce crop yields in the Maldives (Maldives MOEEW 
2008). In 2004, severe beach erosion was reported on 64% of the country’s inhabited 
islands.

Nepal may undergo shifts in agro-ecological zones, resulting in diminished crop production 
(Nepal MOSTE 2010). Pests, diseases, and invasive species may also increase. Most 
Nepalese (85%) are engaged in farming, predominantly for subsistence, and are therefore 
vulnerable to the impact of climate change on agriculture.

Central and West Asia
Central and West Asia may undergo changes in precipitation and temperature leading 
to more droughts, heat waves, and flooding (Lobell et al. 2008; Pollner, Kryspin-Watson, 
and Nieuwejaar 2008). Climate change has both positive and negative effects on rainfed 
agriculture in West Asia. For example, higher CO2 concentrations boost water-use efficiency 
(WUE), net photosynthesis, and yield under appropriate conditions (Ratnakumar et al. 
2011). Wheat and barley yields improve when there is more rainfall, and fall off when there 
is less of it (Al-Bakri et al. 2010). Higher temperatures adversely affect barley yields, but 
have some positive effects on wheat yields (AlBakri et al. 2010).

In Pakistan, the projected increase in incidence of pests and disease and reduced crop 
productivity would threaten food security (Khan et al. 2011). Studies of wheat yields in the 
mountainous areas of the country linked a rise in temperature of up to 3°C to larger yield at 
high elevations (e.g., 1,500 meters above sea level), but to reduced yield at lower elevations 
(e.g., 960 meters above sea level) (Hussain and Mudasser 2007). Vulnerability to changes 
in precipitation is high in Afghanistan, where rainfed crops compose up to 80% of cultivated 
land (UNEP, NEPA, and GEF 2009). Tajikistan is likely to endure drought, hail, intense 
precipitation, and flooding (Tajikistan MONC 2003), to the detriment of cotton and grain 
farming, and agriculture in general. Increased droughts, pushing down crop productivity,  
are also likely in Armenia (UNDP and GEF 2003).

Pacific
Temperature and precipitation changes and a rise in sea level in the small island states in the 
Pacific could increase the salinity of the soil, trigger coastal flooding, and reduce food security 
(SPREP 2012). Hotter temperatures in Kiribati are likely to lower agricultural productivity 
and biodiversity (Kiribati MELAD 2007). Rising temperatures, saltwater intrusion, and 
drought may make it even more difficult to grow crops on atolls. In Samoa, an increase in 
temperatures, sea level rise, and drought could reduce biodiversity (Samoa NCCCT 1999; 
Samoa MNREM 2005). As a semisubsistence country, Samoa is vulnerable to the impact 
of climate change on its water supplies, food production, and natural resources.

The Solomon Islands could endure erratic rainfall, increases in pests and diseases, 
and coastal erosion. Crop yields could decline and less land could become available for 
agriculture (Solomon Islands MECM 2008). Warmer temperatures and drier conditions 
in Vanuatu could give rise to drought (Vanuatu NACCC 2007) and create or deepen 
vulnerabilities in the agriculture sector. Sixty-five percent of the population is engaged 
in small-scale agriculture, mostly in rainfed farming. Drought and an increased incidence 
of pests could reduce crop yields in Timor-Leste (Timor-Leste MED 2010). Tuvalu crop 
production could be reduced by saltwater intrusion and erratic rainfall (Tuvalu MNREAL 
2007). Pests and diseases, tropical cyclones, storm surges, and coastal flooding could  
also increase.
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Technology needs in the agriculture sector
Adaptation technologies can address climate change impact on the agriculture sector 
in a number of ways. First, they can improve input efficiency. For example, where rainfall 
is not enough to sustain crop yield, measures to improve WUE (e.g., drip irrigation) can 
help focus the use of reduced water supplies and reduce waste. Second, new and existing 
technologies can also increase access to substitutes. For example, the development of 
sustainable alternative water supplies (e.g., water reuse) can compensate for a reduction in 
precipitation. Third, new and existing technologies can reduce the sensitivity of a system to 
changes in climate. For example, existing or new crop varieties with better tolerance to heat 
can be used instead of varieties that are more susceptible to heat.

Agriculture impact matrix
Table 2.1 summarizes the impact and technology needs in the agriculture sector, pointing 
to the potential for the application of adaptation technologies to reduce the vulnerability of 
the sector to the impact of climate change. This list of technology needs is not intended to 
be exhaustive. Specific technologies to address these needs are analyzed in the “Adaptation 
Technologies for the Agriculture Sector” section below.

Table 2.1  Agriculture technologies for climate change mitigation and adaptation

Projected impact of climate change Technology needs
Reduced crop yields resulting from 
higher temperatures

�� New crop varieties with greater heat tolerancea

Reduced crop yields in rainfed 
agriculture due to less precipitation

�� New crop varieties with lower water requirementsa

�� Improved water collection, storage, and distribution techniquesa, b

�� Improved irrigation techniquesa

Reduced crop yields in irrigated 
agriculture due to reduced availability of 
irrigation water 

�� Improved irrigation efficiencya

�� New crop varieties with lower water requirementsa

�� Real-time and remote-sensing capabilities to improve water management 
and efficiency of use (e.g., soil moisture, evapotranspiration)

Reduced irrigation water availability due 
to saltwater intrusion

�� Barriers to saltwater intrusiona, b

�� Increased sustainable aquifer rechargeb

�� New crop varieties with greater salinity tolerancea

�� Improved water collection, storage, and distribution techniquesa, b

Reduced crop yields from increased 
flooding or waterlogging

�� New crop varieties with higher moisture tolerancea

�� Improved drainage or flood control techniquesa, b

Increased incidence of crop pests and 
diseases 

�� New crop varieties with improved pest and disease resistancea

�� Improved pest and disease management techniquesb 
Loss of crops due to extreme weather 
events

�� Improved extreme weather event prediction and early warning systemsa, b

�� Improved techniques to increase resilience of crops to extreme weather 
events

a This technology need has at least one or more characteristics in common with another technology need.
b Indicates crosscutting technologies that can be used in several sectors. See Chapter 8.

continued on next page
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Adaptation Technologies for the Agriculture Sector
For effective adaptation to climate change in the agriculture sector, a suite of adaptation 
tools, including behavior modification, management options, and technologies, should be 
considered. This section gives examples of specific technology tools that can be used as part 
of a larger integrated adaptation approach, to (i) increase crop resilience, (ii) reduce water 
use and water waste in agriculture, (iii) strengthen adaptation to flooding, and (iv) protect 
livestock from the impact of climate change. The list of technologies presented here is not 
exhaustive, and is meant to show the range of technologies that can reduce climate-related 
vulnerabilities. The order in which the evaluated technologies are discussed in this section 
is not intended to convey preference, ranking, or recommendation. For a quick, side-by-
side comparison of all evaluated technologies, the “Agriculture Sector Synthesis” section 
contains a summary table. 

Other agricultural technologies related to water efficiency are discussed in Chapter 6, and 
technologies related to the prediction of extreme weather events, vulnerability monitoring, 
and early warning systems are dealt with in Chapter 7.

Increasing crop resilience
Crops are especially vulnerable to extreme temperature events, changes in historical 
average temperatures,1 increased seasonal variability of precipitation, declining soil quality, 
and increasing pest and disease pressures. Increasing crop resilience (ability to withstand 
these stressors) will be fundamentally important in a changing future, as it will reduce 
farmers’ vulnerability to crop loss and increase a country’s ability to maintain food security. 
In addition to improving resilience through management practices, such as adjusting 

1 In the case of rice, higher minimum temperatures appear to drive a reduction in yield through increased 
respiration. 

Table 2.1 continued
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Box 2.1 Technology evaluation scoring method

The technologies are scored against nine criteria: effectiveness, relative cost, co-benefits, co-costs, barriers, feasibility of 
implementation, scale of implementation, applicable locations and conditions, and potential financing and markets. The 
scoring is based on research but also reflects subjective judgment. Scores range from “most desirable” to “intermediate” 
and “less desirable.” Because of their summative nature, the scores do not capture the entire complexity of each category 
and should therefore be considered alongside the full description in the text. See Chapter 1 for more information on the 
scoring methods.

For agriculture, the cost scoring for laser land leveling, pressurized irrigation technologies, and floating agriculture aligns 
with the following scale:

More desirable = less than $100 per hectare

Intermediate = $100–$500 per hectare

Less desirable = more than $500 per hectare.

For the other technology categories, estimates are more subjective and are based on prices quoted in the “Relative costs” 
subsections in the text.

planting schedules, and rotating and diversifying crops, resilience can also be increased 
through the introduction of new resilient varieties that can tolerate greater thresholds for 
climate-related stressors, whether biotic or abiotic. These varieties are developed through 
crop breeding and other techniques and are discussed here.

Technology: Crop breeding
Description. Crop breeding programs can use both traditional techniques and modern 
biotechnology to identify strains with traits relevant to climate change. Breeding programs 
can involve amplifying the potential of existing traits or transferring traits to other plants. 
This can be done to increase varietal tolerance of factors such as increased average 
minimum and maximum temperatures, extreme heat events, droughts, flooding, and 
increased salinity, to help a plant cope with climate change (see specific examples under the 
“Effectiveness” subsection below). Breeding, combined with integrated pest management, 
can also improve tolerance to pests and diseases, which are expected to increase with 
climate change. Breeding for biotic stresses requires estimating how climate change may 
interact with pests and diseases that are of regional concern.

Marker-assisted selection (MAS) centers on increasing precision in plant breeding through 
controlled plant crossing based on phenotypic characteristics or other markers identified 
to be associated with desired traits, such as improved tolerance of stressors. For example, 
recent research has used technology to measure cell membrane thermostability (CMT) in 
plants (e.g., Azhar et al. 2009; Choudhury et al. 2012). By using the percentage of relative 
cell injury, researchers were able to recognize CMT as a marker linked to heat resistance that 
can then be used to identify crop varieties that can survive at higher temperatures. With 
this type of information, breeders can manipulate inheritance to capitalize on the resilient 
trait. Apart from traditionally observable characteristics, molecular biology practices that 
assess deoxyribonucleic acid (DNA) strands allow researchers to locate genomic regions 
associated with improved productivity under stressful conditions. Then, researchers can 
use gene-based MAS to increase the effectiveness of conventional breeding programs or to 
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improve plant traits through genetic modification. Genetic modification refers to the use of 
technology to alter the DNA of plant species for the purpose of improvement or correction 
of defects (Azhar et al. 2009; Chopra 2009a; Clabby 2009; Ibrahim 2011; Zhengbin et al. 
2011; Choudhury et al. 2012; Mir et al. 2012; Ahmed et al. 2013; Eisenstein 2013).

Effectiveness. More desirable. Crop breeding programs have been proven effective in 
increasing the resilience of crops to adverse conditions, although there is ongoing research 
in the field for continual improvement. Eisenstein (2013, S7) reports: “Since the middle 
of the twentieth century, annual yields of maize, for example, have increased by 60 to 
100 kilograms per hectare under both water-scarce and normal conditions, according 
to François Tardieu, a plant physiologist at the French National Institute for Agricultural 
Research.” Several specific studies have demonstrated the improved resilience of crops that 
have undergone breeding. According to Zhengbin et al. (2011, 284), a Northern PRC study 
shows the “considerable impact of plant breeding on crop yield and water-use efficiency 
(WUE), especially in increasing the number of kernels per spike in wheat and maize.” 
Studies of CMT have revealed that crops bred to increase their heat-tolerance were more 
stable and “yielded more seed cotton with better quality fiber” (Azhar et al. 2009, 356). 

Molecular markers may ultimately prove more effective in determining genotypic 
characteristics than more traditional phenotypic screening methods (Dreher et al. 2003; 
Delannay, McLaren, and Ribaut 2012). A study using MAS under normal growth conditions 
that involved inserting the Sub1 gene into rice varieties to improve waterlogging tolerance 
revealed no demonstrated limit in quality and yield performance (Ahmed et al. 2013). 
Crops with this improved tolerance could reduce the vulnerability of farmers in areas that 
face increased incidence of flooding as a result of climate change. Recent advanced crop 
breeding technologies can be conducted more rapidly than more conventional breeding 
practices, thus allowing more expedient testing and faster release of results (Morris  
et al. 2003).

Relative cost. Intermediate (although costs will continue to decline as the technology 
advances). In general, advanced crop breeding technologies can be more expensive up front 
than more conventional methods of crop breeding, but the fact that they take less time 
to develop new varieties may end up negating the increased up-front costs. Researchers 
have estimated that molecular breeding approaches can cost as much as $3.4 million  
to bring new tolerant varieties from the laboratory to the field (compared with $2.5 million 
for conventional breeding), but can save at least 2–4 years in the breeding cycle, resulting in 
incremental economic benefits over 25 years in the range of $34–$800 million per country. 
However, several factors, including the level of investment, the particular constraints faced 
in each locale, abiotic and biotic stress, the lag for conventional breeding, and various 
assumptions, must also be considered in cost estimation (Alpuerto et al. 2009; Delannay, 
McLaren, and Ribaut 2012). Another study found that although conventional methods cost 
significantly less, they require more growing generations ($115 for eight generations) compared 
with the MAS method tested, which was much more expensive ($20,076) but required 
only five growing generations (Morris et al. 2003). Another factor to consider in calculating  
the relative costs of breeding programs is their economies of scale. In simple sequence 
repeat molecular marker analysis, the cost in US  dollars per data point drops when the 
number of samples or markers analyzed is increased (Dreher et al. 2003). The general 
conclusion from these studies was that newer crop breeding programs incorporating  
MAS are a more cost-effective option over the long term. However, Delannay, McLaren, and 
Ribaut (2012, 861) point out that “comparing the cost-effectiveness of molecular breeding 
with phenotyping selection is not straightforward.” There are several issues to consider 
when conducting cost comparisons with conventional breeding methods, namely, that the 
two approaches can often be complementary and rarely function as direct substitutes for 
each other. 
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As with many other relatively new technologies, the costs associated with crop breeding 
technologies will decline with increased access to research, technology, and infrastructure. 
Costs of breeding programs are concentrated in research institutions rather than individual 
farmers.

Co-benefits. Intermediate. When comparing planting new crop varieties with other 
methods for saving water, Zhengbin et al. (2011) credit water-effective crops with the 
following advantages: less investment by the grower, sustainable efficiency, and more 
potential exploitation.

Co-costs. More desirable. No co-costs have been identified.

Barriers. Less desirable. Crop breeding technologies face barriers similar to those in 
the way of other technological advancements in developing countries, specifically,  
a lack of training; limited access to the necessary resources, tools, and infrastructure; and 
a shortage of resources (Delannay, McLaren, and Ribaut 2012). Additionally, one study 
cited the “expensive regulatory process and negative public perception” that impede the 
implementation of genetic engineering crop breeding technologies (Mir et al. 2012, 626). 
Worldwide regulation of genetically modified organisms varies greatly. Some developing 
countries may have fewer or less stringent regulations, but their production choices can 
also be influenced by the consumer attitudes of their trading partners (Anderson, Jackson, 
and Nielson 2005). 

While crop breeding shows strong potential to aid in adaptation, the gap that often occurs 
between development and subsequent use of promising new crop varieties requires 
renewed efforts to encourage and sustain farmer uptake of new varieties. Support should 
be given to participatory plant breeding that considers desirable traits from farmers’ 
perspectives and the needs, challenges, and opportunities of both formal and informal seed 
systems. Also, as alluded to above, the genotype by environment interaction is an important 
consideration, as it can reduce the effectiveness of new traits under suboptimal conditions 
that occur in farmer fields compared with research stations. This is particularly the case in 
upland systems, which have considerably more heterogeneous production environments 
and microclimates than do lowland irrigated ricelands, and thus bring additional challenges 
to the efficaciousness of breeding efforts.

Feasibility of implementation. Intermediate. These types of crop breeding technologies 
are feasible with adequate access to the knowledge and technology they require. Advances 
in access to MAS and other crop breeding technologies are gaining traction in developing 
countries. According to Dreher et al. (2003, 222), “large numbers of polymerase chain 
reaction-based markers are in fact available for most major crops of importance for 
agriculture (e.g., rice, wheat, maize, sorghum, barley).” This point is reiterated in two 
other studies. Morris et al. (2003, 235) state that “many current breeding programs have 
developed the capacity to conduct MAS,” and Delannay, McLaren, and Ribaut (2012, 860), 
that “most developing countries now have adequate genomic resources for most crops to 
conduct meaningful genetic studies.”

Scale of implementation. Farm level. Crop breeding programs are being implemented at 
varying scales depending on the specific technology and crop in question. Once resilient 
crops are created, however, it is easy to implement them on a large scale. According to 
one recent study, large-scale screening of lentils, fava beans, and chickpeas is ready to be 
attempted in breeding programs (Ibrahim 2011). 

Applicable locations and conditions. Genetic modification technologies are already 
being used in newly industrialized countries such as the PRC, India, and Thailand, but there 
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is room for this technology to grow in more developing countries. The growth of genetic 
modification technologies could especially be encouraged and supported in countries where 
there is awareness of the technologies but not the available infrastructure. Simpler forms of 
crop selection, such as more traditional breeding programs, may need to be encouraged at 
the start in the least-developed economies as part of a plan to build a foundation for more 
advanced genetic modification techniques (Delannay, McLaren, and Ribaut 2012). 

Potential financing and markets. Although crop breeding technologies are becoming 
increasingly common in Asia and throughout the world, there is still a large potential market 
available to interested investors. One study suggests public–private partnerships would 
be an ideal investment approach for advances in crop breeding (Delannay, McLaren, and 
Ribaut 2012). Foundations like the Bill & Melinda Gates Foundation are also contributing 
funding to plant breeding by providing grants to organizations like the International Rice 
Research Institute (IRRI) and the Donald Danforth Plant Science Center to support the 
development of food crops with a greater micronutrient content (Bill & Melinda Gates 
Foundation 2011).

Box 2.2  Crop breeding: Examples

Chickpeas. The use of marker-assisted selection (MAS)  on crops such as chickpeas and groundnuts at the International 
Crops Research Institute for the Semi-Arid Tropics (ICRISAT) in Andhra Pradesh, India, has had some success in 
improving crops that are important sources of nutrition in many drought-prone regions but have been largely ignored by 
the agriculture industry. With molecular breeding, an already drought-tolerant chickpea variety has produced 10%–20% 
higher yield (Eisenstein 2013). 

Soybeans, barley, and maize. Ahmed et al. (2013) have identified the main gene associated with resistance to waterlogging 
in these crops, and used MAS to breed more flood-resistant crops successfully. 

Early flowering of cereal crops. Breeders in Australia using traditional crossbreeding practices have developed early-
flowering varieties of crops that accelerate the growth process so that the phase most vulnerable to heat and drought 
occurs before the dry season; this has been cited as the largest factor improving Australian wheat yield. Breeders at the 
International Rice Research Institute in Los Baños, Laguna, Philippines, have also used conventional breeding strategies 
to generate Sahbhagi Dhan, a rice variety that flowers weeks earlier than other types. This variety, which is now cultivated 
throughout South Asia, can provide farmers with a yield advantage of 1 tonne per hectare under drought conditions 
(Eisenstein 2013).

Agricultural research and development programs. The Generation Challenge Program (GCP) has several services 
aimed at increasing MAS services. GCP is “an initiative from Consultative Group on International Agricultural Research 
(CGIAR) that aims to strengthen agricultural research and development in the developing world” (Eisenstein 2013, S9). 
It supports molecular breeding projects for eight crops in 16 developing countries in Africa and Asia. Several other  
GCP projects and research initiatives are meant to foster MAS programs in developing countries (Delannay, McLaren, and 
Ribaut 2012). The European Commission, for its part, supports the Drought-Tolerant Yielding Plants project to develop 
knowledge, including novel methods and strategies, for producing cereal crops with enhanced water-use efficiency that 
can maintain yield under naturally occurring water deficits (DROPS, n.d.; Eisenstein 2013).

Greater salt tolerance

Researchers at the Bangladesh Rice Research Institute are working to breed more salt-tolerant varieties of rice through Saltol, 
a quantitative trait locus for salt tolerance on the rice chromosome 1 gene, which confers salinity tolerance at the seedling 
stage (Chopra 2009a).

In one study of a flowering plant, Arabidopsis thaliana; scientists inserted a second copy of the HKT1; 1 gene sequence 
along with a promoter designed to maintain the high expression of the inserted gene in hopes of increasing salt tolerance. 
Study results demonstrated a 37%–64% increase in salt tolerance, compared with unaltered plants, after exposure to high 
salinity (Clabby 2009).
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Further reading. Dreher et al. 2003; Morris et al. 2003; Vaz Patto et al. 2006; Azhar et al. 
2009; Chopra 2009a; Clabby 2009; Molden et al. 2010; Ibrahim 2011; Zhengbin et al. 2011; 
Choudhury et al. 2012; Delannay, McLaren, and Ribaut 2012; Hillocks and Maruthi 2012; 
Mir et al. 2012; Ahmed et al. 2013.

Technology: Fungal symbionts 
Description. One area of frontier research that shows potential for improving crop resilience 
is fungal symbionts. Fungal symbionts refer to fungi that live in a mutually beneficial 
symbiotic relationship with plants. In the context of climate adaptation technologies, the 
term specifically refers to several classes of fungal organisms with the potential to alter the 
host plants’ response to stresses brought on by climate. 

This technology is still very much in its infancy, but has the potential to be very promising 
in the field of agricultural adaptation. Additional research support would greatly help it to 
realize its true potential.

Recent studies have explored the idea of exposing vulnerable species to fungal endophytes 
that have been found to increase stress tolerance in another species, to see if the endophyte 
would transfer similar benefits to the vulnerable species. The survey of research in one study 
(Rodriguez et al. 2004, 268) revealed that “mutualistic fungi may confer several benefits 
to plants such as tolerance to drought (Read 1999), disease, and temperature, growth 
enhancement (Marks and Clay 1990; Varma et al. 1999; Redman et al. 2002), and nutrient 
acquisition (Read 1999).” In addition to increasing the resilience of crops, this technology 
could help expand the current range of valuable food crops. 

Effectiveness. More desirable (in laboratory studies). One relationship currently being 
explored is that between the endophyte Curvularia sp. (which has been found to confer 
thermal tolerance) and Dichanthelium lanuginosum (a plant known as “panic grass” that 
grows near hot springs). When grown together, these species attain symbiosis and increased 
heat tolerance (Rodriguez, Redman, and Henson 2004), and are able to withstand extended 
exposure (up to 10 hours) to temperatures approximately 30°C higher than their maximum 
growth temperature when grown individually (Rodriguez, Redman, and Henson 2004). 

Another study conducted a meta-analysis of the role of four fungal symbionts in plant 
resilience to four climate change factors: enriched CO2, drought, nitrogen (N) deposition, 
and warming. All four fungal groups increased their resilience to drought. The findings 
varied with the different fungal groups and climate factors, but at least one fungal group 
increased plant growth in hotter temperatures. Two of the fungal groups resulted in 
decreased benefits of fertilization under the N-deposition scenario. None of the groups 
showed significant benefits to affect size (Kivlin, Emery, and Rudgers 2013). 

Redman et al. (2011) used greenhouse experiments to successfully induce greater levels of 
salt and drought tolerance in two commercial rice varieties “by colonizing them with Class 
2 fungal endophytes isolated from plants growing across moisture and salinity gradients” 
(Redman  et al. 2011, 1). The endophytes reduced water consumption by 20%–30% and 
increased growth rate, reproductive yield, and biomass and salinity gradients.

Relative cost. Unknown. There is as yet no commercial industry for this technology, so no 
pricing structure has been developed. One company contacted for this report indicated 
that its product would be available and priced in 2014 and that “the technology . . . could 
be rapidly adapted and priced for small farmer operations in developing countries”  
(R. Rodriguez, Symbiogenics, personal communication, 18 November 2013).
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Co-benefits. More desirable. Increasing the resilience of crops and expanding traditional 
crop ranges will increase food security for countries whose traditional food supplies might 
otherwise face significant stresses because of global climate change. Also, if this technique 
can be used to increase the WUE of crops, then farmers may benefit from reduced irrigation 
costs in addition to increased yields (CMPM 2010). 

Co-costs. More desirable. No co-costs have been identified.

Barriers. Less desirable. The main barrier to this technology at present is its relatively 
undeveloped state. Study results must be adequately replicated, and field studies expanded. 
Additionally, research is needed to expose a variety of crops (e.g., maize, wheat, barley, rice, 
soybeans) to various fungi to determine their ideal symbiotic partner (East 2013).

Feasibility of implementation. Less desirable. Research into the role of fungal symbionts 
in the stress tolerance of plants has some success in the laboratory but replicating the results 
in the field can be extremely difficult. However, it is safe to say that compared with the 
laborious and expensive process of genetic modification, this relatively simple technology 
could yield promising results while provoking less consumer backlash. Researchers have 
observed immediate positive benefits as greenhouse and growth chamber plants rapidly 
become more stress tolerant upon colonization (Redman et al. 2011). Rather than breeding 
for one single trait, it is possible to use fungal transfer via cell cultures to confer multiple 
benefits that exceed “any expectations resulting from gene transfers by conventional 
breeding or recombinant DNA. Fungal transfer via cell cultures is simple and the results 
are immediate in the first generation, compared [with the] high inputs of capital, time,  
and technological skill required for breeding or recombinant DNA” (Barrow, Lucero, and 
Reyes-Vera 2008, 86).

Scale of implementation. Still in the laboratory testing stage. These studies have mainly 
been done only in greenhouses. As mentioned in the “Barriers” subsection above, continuing 
field studies are needed for a full understanding of the extent to which this practice can be 
applied.

Applicable locations and conditions. No applicability information has been identified.

Potential financing and markets. Because the technology is still in its infancy, this area 
offers much opportunity for growth, but also limited research knowledge thus far. However, 
at least one commercial license for fungal symbionts has been issued, for banana nematodes 
in Central America (J. Padgham, Deputy Director, START, personal communication,  
7 December 2013).

Further reading. Pennisi 2003; Henson, Redman, and Rodriguez, 2004; Barrow, Lucero, 
and Reyes-Vera 2008; CMPM 2010; Redman et al. 2011; East 2013; Emery, Kivlin, and 
Rudgers 2013; R. Rodriguez, Symbiogenics, personal communication, 18 November 2013;  
J. Padgham, deputy director, START, personal communication, 7 December 2013.
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Reducing water use and water waste in agriculture 
Changes in climate will have a significant impact on water quantity and quality. As a result, 
sectors that depend heavily on water, such as agriculture, must find ways to adapt and use 
limited resources more efficiently. Moreover, population growth and the subsequent rise in 
demand for water from nonagricultural users will leave less water for agriculture, regardless 
of climate change. Thus, the potential for no-regrets adaptation approaches is strong. 

There are two approaches to reducing water use in agriculture: water conservation and water 
productivity. Water conservation involves efforts to reduce the amount of water waste in 
agriculture, whereas water productivity, or getting more crop per drop, is measured in terms 
of increases in crop yield per unit of water. These approaches combine to produce a net 
reduction in water consumption per unit of water. Water conservation uses a range of tools 
such as zero or conservation tillage, the management of crop residues on the soil surface, 
furrow irrigation, terracing, contour ridge tillage, and laser land leveling. Water productivity 
tools combine plant breeding, nutrient management, disease management, and weed 
management, among other major factors. Especially in a changing climate, a range of these 
tools will have to be considered to address both conservation and productivity approaches. 
Improving the management of these factors will optimize the use of water in agriculture 
so that it is redirected most productively toward yields instead of being lost as a result of 
abiotic and biotic stresses.

Box 2.3  Fungal symbionts: Examples

In addition to the research done by Rodriguez, Redman and Henson (2004), Redman et al. (2011), and Kivlin, Emery, and 
Rudgers (2013), three other studies have been conducted on fungal symbionts.  

Watermelon and tomato seeds exposed to fungi demonstrated improved heat resilience as mature crops. Their roots, 
which under normal conditions would die at any exposure above 38°C, survived at 50°C. Furthermore, if the researchers 
let them cool off at night, some of the plants survived in temperatures up to 70°C during the day. Wheat seeds were also 
exposed to a fungus and, although the mature plants still suffered in the heat, their drought resistance was improved; 
uninfected wheat succumbed within 10 dry days whereas wheat carrying the fungi lasted 18 days without water  
(Pennisi 2003). 

In another study done by Rodriguez, Redman, and Henson (2004), fungus spores from salt-tolerant dune grass plants 
were tested on rice plants and seeds. Their results found increased water-use efficiency (WUE): the plants’ water needs 
were reduced by up to one-half. Additionally, this symbiotic relationship resulted in increased growth and seed production. 
Experiments on wheat have also shown increased heat resilience and WUE (Pennisi 2003; Rodriguez, Redman, and 
Henson 2004). Plants treated with the fungus from heat-loving panic grass could tolerate temperatures of up to 70°C 
while halving their water requirements (East 2013).

In experiments in the arid southwestern United States, Barrow, Lucero, and Reyes-Vera (2008) demonstrated that fungi 
in recipient plants were heritable and substantially enhanced vigor, biomass, and reproductive potential. Compared with 
control plants, tomato plants treated with fungi exhibited “phenomenal” responses with substantial increases in root and 
shoot biomass, root and shoot branching, amounts of chlorophyll and tissue phosphorus in leaves, and seed production. 
Finally, in an encouraging field study done by Wayne State University and the Corn Marketing Program of Michigan, 
researchers examined the effects of three types of endophytes on corn plants subjected to drought and salinity stress. By 
measuring water use and biomass, the researchers demonstrated that inoculated corn seedlings experienced significant 
benefits compared with noninoculated seedlings (CMPM 2010).
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The discussion here is focused on two of the tools in this possible suite that have the 
potential to benefit the widely diverse Asian countries: laser land leveling and pressurized 
irrigation technologies. Both of these tools fall into the water conservation category. Some 
aspects of water productivity tools are discussed elsewhere in this chapter (e.g., in the 
earlier subsection on crop breeding). 

Technology: Laser land leveling
Description. Much of the water loss in agriculture is a result of unnecessary runoff from 
fields. An important approach to reducing runoff is ensuring that agriculture fields are as 
level as possible. Recent technologies, including the use of laser technology, have improved 
the precision of field leveling before planting. Laser land leveling is the use of lasers mounted 
on a tripod or tower and used in combination with a tractor to flatten or level agriculture 
fields in an effort to conserve irrigated water. This precisely flat land aids in runoff control 
and WUE.

Effectiveness. More desirable. Laser land leveling has proved effective in water 
conservation. Several studies have shown improvements in water efficiency and crop 
yield in laser-leveled fields (Singh et al. 2009; Lybbert and Sumner 2012). For example, 
a 2006 study cited a 20% increase in yield for wheat, with 25% water savings, achieved 
through laser land leveling (Akhtar 2006). Results of other studies can be found in Box 2.4. 
According to Naresh et al. (2011, 133), “land leveling is one of the few mechanical inputs in 
intensively irrigated farming that meets the objective of achieving better crop stand, saving 
irrigation water and improving the use efficiency of inputs.” Laser land leveling “contributes 
to better utilization of variable rainfall” (Kahlon and Lal 2011, 122), making it especially 
effective under the more variable precipitation conditions forecast with climate change. 
Laser land leveling will be most effective when used alongside other water management 
tools for agriculture.

Relative cost. More desirable. Laser land leveling typically needs to be done only once 
every few years, typically by independent contractors. A 2012 study in the Indo-Gangetic 
Plains (IGP) cited hourly rates of Rp400–Rp800, or about $6–$13 (Lybbert et al. 2012). 
Ahmad, Khokhar, and Badar (2001, 410), on the other hand, found that “one acre on average 
required three hours” to level with lasers, although location and other factors must also be 
considered in this estimate. The need for—and therefore the costs associated with—laser 
land leveling will depend as well on the other water conservation techniques that are used 
on the land. Besides direct costs, considerations such as time and resources saved from 
reduced irrigation and fertilizer needs should be taken into account. 

Co-benefits. More desirable. Apart from the ecological benefits associated with water 
conservation, such as reduced groundwater depletion, laser land leveling has several other 
co-benefits. It can enhance the benefits associated with other agricultural water efficiency 
practices such as zero tillage and bed planting (Naresh et al. 2011), and reduce the amount 
of irrigation time by 2–5  hours per hectare (Singh et al. 2009). A level field also aids in 
fertilizer efficiency and can lessen reliance on diesel pumps (Lybbert and Sumner 2012; 
Lybbert et al. 2012). According to Jat  et  al. (2006, 2), expanding laser land leveling to 
2 million hectares of rice–wheat cultivation areas in the IGP “could save 1.5 million hectare-
meters of irrigation water and . . . up to 200 million liters (equal to US$1,400  million) 
[of diesel], and improve crop yields [by up] to US$500 million in three years and reduce 
greenhouse gas emissions [by up] to 500 million kilograms” (Jat et al. 2006, 2). Laser land 
leveling can also create new skilled jobs in agricultural regions. 
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Co-costs. More desirable. Laser land leveling is an ideal technology because it does not 
involve a high level of risk and “more level plots are unambiguously better than less level 
plots” (Lybbert et al. 2012, 11). 

Barriers. More desirable. The need for further studies to determine any long-term effects 
is the often-cited barrier to the use of this technology (Naresh et al. 2011). 

Feasibility of implementation. Intermediate. Because laser land leveling can be done on 
a contractual basis, individual farmers will not have to purchase their own equipment to 
benefit from the technology, provided that enough capable contractors and technological 
resources are available within a region. 

Scale of implementation: Farm level. Laser land leveling can be easily scaled up after its 
introduction in a region. For example, in Uttar Pradesh, 7 years after laser land leveling was 
introduced, the number of levelers had increased to 925 and 200,000 hectares of land had 
been leveled with the help of the technology (Lybbert et al. 2012). 

Applicable locations and conditions. Lybbert and Sumner (2012) refer to laser land 
leveling as one of a few selected technologies that would be especially beneficial to 
developing countries, in part because of the opportunity for increased productivity offered 
by the technology. The same study mentions the particular usefulness of laser leveling 
technologies in flood irrigation (Lybbert and Sumner 2012). However, laser land leveling 
should be evaluated for each site, as other technologies might prove more beneficial in 
certain cases. 

Potential financing and markets. As already stated, most laser land leveling is done by 
private contractors (even for farmers with relatively large plots). Hourly fees are charged 
for the services. This model offers great entrepreneurial potential in agricultural regions. 
Additionally, Lybbert et al. (2012) found subsidies equivalent to about Rp50 per hour 
offered by state-level governments in India, largely to support the acquisition of new laser 
land leveling equipment. 

Further reading. Jat et al. 2006; Singh et al. 2009; Kahlon and Lal 2011; Naresh et al. 2011; 
Lybbert and Sumner 2012; Lybbert et al. 2012.

Box 2.4 Laser land leveling: Examples

In addition to the examples mentioned in the foregoing evaluation text, precision laser leveling was found to enhance rice–
wheat system productivity by 10%, and to result in water savings of 22%, following on-farm trials in western Uttar Pradesh 
(India) for a study done by Naresh et al. (2011). 

Another study that used laser land leveling in rice–wheat systems in the Indo-Gangetic Plains showed “10–30% irrigation 
savings, 3–6% effective increases in farming area, 6–7% increases in nitrogen use efficiency, 3–19% increases in yield, and 
increases in annual farm revenue of $200–300 per hectare” (Lybbert et al. 2012, 4).
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Technology: Pressurized irrigation technologies
Description. Irrigation has been used for millennia to conserve water in agriculture 
(Kornfeld 2009), but advances in irrigation technologies will become increasingly important 
as climate change exerts increasing stress on water supplies. In particular, pressurized 
irrigation—using sprinkler, drip, minisprinkler, or high-efficiency drip systems—holds 
promise for more efficient water delivery and reduced evaporative loss. These irrigation 
systems deliver water directly to the plants’ roots, and can aid in providing an ideal moisture 
level for plants. Unlike flooding techniques, drip systems enable farmers to deliver water 
directly to the plants’ roots drop by drop, nearly eliminating waste (Buyukcangaz et al. 
2007).

Effectiveness. More desirable. Pressurized irrigation technologies can be extremely 
effective in reducing or even eliminating water waste. Studies have revealed that pressurized 
irrigation systems can reduce agricultural water demand by up to 50%. Specifically, low- to 
medium-pressure sprinklers are 75% effective in applying water directly, drip sprinklers are 
80%–90% effective, and micro- and mini-sprinklers are 75%–85% effective (Buyukcangaz 
et al. 2007), compared with traditional sprinklers, which are 50%–60% efficient in water 
delivery, and surface canals, which are 30%–35% efficient (Ackermann 2012). According 
to Buyukcangaz et al. (2007, 781): “Studies in India, Israel, Jordan, Spain and the U.S. have 
shown that, compared with flooding methods, drip irrigation reduces water use by 30% to 
70% and increases crop yield by 20% to 90%.” Burying irrigation systems underground, says 
Ackermann (2012), is the most cost-, land-, and energy-efficient way to deliver pressurized 
water for irrigation. A study in Cambodia (Palada et al. 2010), on the other hand, compared 
low-cost drip irrigation (LCDI) with hand watering and reported that LCDI significantly 
increased yield and WUE for various crops: cucumber (13% higher yield and 41% higher 
WUE), sponge gourd (85% and 129%), eggplant (38% and 113%), bitter gourd (121% and 
35%) and long bean (5% and 27%). The same study showed that hand watering requires six 
times the amount of labor and that the net return with LCDI was greater by 52%, varying 
from 4% to 121% among crops.

Relative cost. Less desirable, although cost depends on the system type and should 
also be weighed against the productivity gains. According to Buyukcangaz et al. (2007), 
historically, microirrigation projects have been relatively expensive ($1,500–$3,000  
per hectare). Woltering et  al. (2011) reported that drip hardware sufficient for a  
500-square-meter garden in sub-Saharan Africa cost $371, and Moller and Weatherhead 
(2007) wrote that a complete drip irrigation system for a Tanzanian tea grower (based 
on 130 hectares and lateral spacing of 2.4 meters) cost $2,171 per hectare. Now, however, 
significantly less expensive systems have become available as efforts to market versions 
of the technology adapted to the small vegetable gardens of resource-poor farmers have 
focused on cutting the cost of this technology to make it affordable to smallholders without 
subsidy (Shah and Keller 2002). Unfortunately, lower-cost variations on microirrigation 
systems designed for smallholder farms can also have comparatively short lifetimes 
(Palanisami et al. 2011). The cost per hectare was reported in one study in India to be  
1.5 to 8 times higher for groundwater irrigation systems than for conventional surface water 
irrigation, but the plots irrigated with groundwater yielded greater revenue in general (Shah 
et al. 2009). For farmers in India implementing drip and sprinkler systems, Palanisami et 
al. (2011) observed that internal rates of return varied across states and farm categories, 
ranging from 3% to 35% for marginal farmers and 14% to 88% for small farmers. The 
average additional income due to drip irrigation, according to the same study, was Rp14,512  
(~ $230) per hectare for marginal farmers and Rp16,476 (~ $261) for small farmers. 

In many cases, microirrigation and underground irrigation systems are an optimal  
choice over major irrigation projects for several reasons. They are more cost efficient, 
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in part because they are less expensive to construct and maintain, sustain less damage  
(Burns 1993), and are more manageable in scope than major projects, which “seem to 
remain under execution” and over budget (Ackermann 2012, 228). 

Co-benefits. More desirable. Besides demonstrating more efficient use of water, several 
studies have proven that microirrigation or buried systems result in higher crop yields 
(Buyukcangaz et al. 2007; Lioubimtseva and Henebry 2009). These systems have added 
benefits, such as reducing the salinity load and excessive leaching that can result from other 
irrigation techniques (Buyukcangaz et al. 2007), as well as decreasing the risks of water 
contamination that come with open water systems (Lioubimtseva and Henebry 2009). 
Finally, according to one study (Ackerman 2012), using buried pipeline networks may 
have saved over 100,000 hectares of land with a market value of $3.26 billion. The land is 
considered saved because it does not have to be used for canals or large reservoirs. 

Co-costs. More desirable. Some research indicates that “the adaptive strategies relating to 
more efficient irrigation have a feedback to water supply exposures,” resulting in reduced 
supply to downstream users (Young et al. 2010, 264). When water is used more efficiently, 
there is less demand for surface water abstraction, which reduces the typical downstream 
flow from runoff or excess supply (Molden et al. 2010; Young et al. 2010).

Barriers. Intermediate, depending on the site. A main barrier to the spread of these 
technologies thus far has been their price, although recent advances have made them less 
expensive (Buyukcangaz et al. 2007). Financing could help lower this barrier further. Local 
contexts must also be considered in the decision to use drip irrigation, as groundwater 
ownership rights, local politics, or other issues can greatly influence the implementation of 
these technologies. 

Feasibility of implementation. More desirable. Their use worldwide has shown these 
types of technologies to be very feasible. 

Scale of implementation. Farm level. These types of irrigation technologies are best 
used on a smaller local or individual farm scale to achieve optimum irrigation, according 
to a study done in Turkey (Buyukcangaz et al. 2007). Another study found “much smaller 
gains to be made in physical water productivity when yields increase from 7 to 8 tons per 
hectare, than when yields increase from 1 to 2 tons per hectare” (Molden et al. 2010, 529).  
But despite their greater efficiency on a smaller scale, these technologies are aided by 
country-level management techniques (Lioubimtseva and Henebry 2009). 

Applicable locations and conditions. Irrigation technologies are best implemented in 
areas where water supply is limited or variable. 

Box 2.5  Pressurized irrigation technologies: Examples

In addition to the examples mentioned in the text above, Buyukcangaz et al. (2007) discuss the Southeastern Anatolia 
Project (Güneydoğu Anadolu Projesi, or GAP), an irrigation project in Turkey with the goal of irrigating 1.8 million hectares 
of land by 2030. 

A 2007 project by the Solar Electric Light Fund, reported in Nature, implemented solar-powered dripirrigation systems on 
a pilot scale among West African farmers. Photovoltaic water pumps were provided to farmers in the region, at a cost of 
about $400 per farmer. The systems pump water from the ground at a rate determined by the sun. On sunnier days, when 
plants use more water, the photovoltaics produce more power, and more water drips onto the crops. Farmers with pumps 
are growing a greater diversity of crops, in the process improving their vegetable consumption as well as their finances 
(Bourzac 2013).
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Potential financing and markets. Turral, Svendsen, and Faures (2010, 551) state that the 
“era of massive public investment in irrigation is largely over,” although they do highlight the 
ongoing investments in irrigation technology and the specification of these technologies 
for different countries. 

But opportunities for private markets in these technologies should increase, with increasing 
demand. According to Ackermann (2012, 242), piped water “allows for volumetric pricing,” 
making it an ideal candidate for the private markets. 

Further reading. Shah and Keller 2002; Viet Nam MONRE 2005; Buyukcangaz et al. 
2007; Moller and Weatherhead 2007; Lioubimtseva and Henebry 2009; Molden et al. 
2010; Palada et al. 2010; Turral, Svendsen, and Faures 2010; Young et al. 2010; Palanisami 
et al. 2011; Woltering et al. 2011; Ackermann 2012; Bourzac 2013.

Strengthening adaptation to flooding
As sea levels rise and precipitation patterns change, traditional farm fields may become 
more prone to flooding. Adaptation technologies to address the problem of flooding in 
agriculture are therefore likely to become more important. Floating agriculture, which 
has been used for years in places like Bangladesh, is undergoing a rebirth in the context of 
climate change and is the main technology for flood adaptation.

Technology: Floating agriculture
Description. Floating agriculture involves planting crops on soil-less floating rafts. 
Historically, these rafts were made of composted organic material, including water 
hyacinth, algae, waterwort, straw, and herbs. The practice is related to hydroponics and is 
known as vasoman chash, baira, or dhap in Bangladesh, and kaing in Mynamar. Although this 
practice has been used for centuries in some countries, it has become associated with new 
technologies (such as redesigns of the floating beds), giving it the potential for widespread 
growth. Recent design improvements include beds constructed out of materials that do not 
rely on organic material as their base (Islam and Atkins 2007).

Effectiveness. More desirable. Floating agriculture can be extremely effective, especially in 
minimizing crop damage from flooding. Farmers can use raft garden beds to cultivate a wide 
range of vegetables for food and income during times when other activities are impossible 
because of inundation. This low-technology production system has the potential to 
improve productivity per unit of land with little or no chemical fertilization. In some cases, 
it shortens the production cycle of crops, which can now be harvested more regularly. Trials 
conducted in Thailand achieved productivity similar to that of high-input soil agriculture in 
the case of lettuce, and even higher for cabbage (Islam and Atkins 2007; Pantanella et al. 
2011; Sterrett 2011).

Relative cost. Intermediate. Floating agriculture costs are relatively minimal, allowing 
for high profitability with very low investment costs (Pantanella et al. 2011). However, 
according to one study, cultivation costs have risen recently (IUCN et al. 2009). Islam and 
Atkins (2007, 132) note that a “60-metre floating water hyacinth raft costs about Tk 1,500 
[equivalent to $23]” to make and that about seven floating rafts are built for each hectare 
of wetland. From this, the study infers a profit of $851 per hectare from floating agriculture 
in one season (Islam and Atkins 2007). 
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Co-benefits. More desirable. Crops grown via floating agriculture do not require irrigation 
or any chemical fertilizer. Floating agriculture can raise livelihoods and increase food 
security for the poor in areas where there is no access to land, credit, or production inputs, 
and it integrates sustainably with fish aquaculture (Pantanella et al. 2011). The practice 
can provide jobs for both men and women—a major plus for societies where women face 
few employment opportunities (Islam and Atkins 2007). Also, used rafts can be converted 
into organic residue that fertilizes other crops in areas where inundation is only seasonal 
(Irfanullah 2013). 

Co-costs. More desirable. In wetlands, piles of used rafts can gradually accumulate over 
time into raised platforms that have been used in some areas in planting fruit orchards for 
products such as guava. Although this reclamation of wetlands for permanent cultivation 
can provide benefits in areas of widespread rural poverty, an environmental impact 
assessment is required to identify any potential long-term negative impact (Islam and 
Atkins 2007).

Barriers. More desirable. One major barrier to the rapid scale-up of this technology is the 
low availability of an adequate mix of plant material for bed creation (UNFCCC 2006); 
however, this barrier can be overcome with the implementation of other bed designs. 
Another barrier cited by Islam and Atkins (2007) is the need for frequent transportation 
to get products to markets, because of the short production cycle and a lack of refrigerated 
storage for harvested crops. In Bangladesh, the absence of formal regulation for floating 
agriculture can result in aggressive tactics from the local elite and politically powerful to 
capture areas suitable for the technology (Islam and Atkins 2007). 

Feasibility of implementation. More desirable. This type of agriculture technology has 
been used to grow leafy vegetables (e.g., lettuce), tomatoes, turmeric, okra, cucumbers, 
chilies, melons, flowers, pumpkins, and several types of gourd, beetroot, papaya, and 
cauliflower, among other crops (Islam and Atkins 2007; IUCN, UNEP, and UNU 2009; 
Healy 2012; Tran 2013). Because of the relatively low input necessary, floating agriculture 
could expand rapidly in appropriate settings. However, when introducing this technology to 
new areas, development agencies may need to carry out long-term follow-up to avoid low 
retention rates (Irfanullah 2013). Although floating gardens provide a useful adaptation to 
some types of climate change impact such as increased flooding, they remain vulnerable 
to other types of impact, particularly salinity intrusion and precipitation variability (IUCN 
et al. 2009). 

Scale of implementation. Local. In southern Bangladesh, where the practice originated, 
it is concentrated in seedling agribusiness. However, floating agriculture has recently been 
widely promoted by nongovernment organizations as an adaptation primarily for providing 
direct seasonal benefits (such as household nutrition) to the poorest and most vulnerable 
populations (Irfanullah 2013).

Applicable locations and conditions. Floating agriculture is best suited for areas with a 
plentiful supply of water, especially in coastal and riverine areas, and in freshwater lakes. 
It is a particularly adaptive technology for areas that experience heavy monsoons or are 
prone to flooding. Year-round availability of stagnant water, enough material to build rafts 
(such as mature water hyacinth), and a market opportunity for the produce are three basic 
prerequisites for sustaining floating agriculture in an area (Irfanullah 2013). It is important 
to note, however, that this practice is not adapted to heavily salty water and that salinity 
intrusion could inhibit its adoption (Islam and Atkins 2007; Irfanullah 2013). 
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Potential financing and markets. Because it does not involve many input resources, 
floating agriculture does not require a significant investment. Among the entities providing 
funding for floating agriculture is Christian Aid, a United Kingdom–based organization, 
which is supporting the development of the technology in Bangladesh and delivering 
services through the Christian Commission for Development in Bangladesh (Healy 2012). 
A researcher in Costa Rica (Tran 2013) received a grant from Grand Challenges Canada, 
funded by the Canadian government (see Box 2.6). Similar programs could be pursued in 
other countries.

Further reading. Bangladesh MOEF 2005; UNFCCC 2006; Islam and Atkins 2007; Pender 
2008; IUCN, UNEP, and UNU 2009; Sterrett 2011; Healy 2012; Irfanullah 2013; Tran 2013.

Protecting livestock from the impact of climate change
Livestock will also feel the effects of climate change, including increased susceptibility 
to vector-borne diseases and heat stress. Their feed will face rising threats as well. The 
discussion here centers on technologies that can address some of this impact: changes in 
livestock feed to improve its effectiveness and increase overall livestock robustness, and 
temperature regulation techniques to minimize heat-related stresses. 

Technology: Improved livestock feed
Description. Livestock feed can be altered to improve its digestibility and provide needed 
nutrients. Examples of feed supplements are urea–molasses multinutrient blocks, low 
bypass protein, lipids, and calcium hydroxide. Stover mixtures for feed can also be designed 
to improve digestibility (Kapur, Khosla, and Mehtal 2009; Wanapat et al. 2009; Shibata and 
Terada 2010; Thornton and Herrero 2010; Henry et al. 2012). In addition to providing direct 
nutrients, urea is converted and synthesized during digestion so that it can provide more 
protein (Mapato, Wanapat, and Cherdthong 2010). “Stover from different varieties of the 
same crop species” is mixed in feed and offers a “wide range of digestibilities” (Thornton 
and Herrero 2010, 19668). 

Although primarily a mitigation strategy, improving livestock feed also offers adaptive 
benefits by increasing both the effectiveness of feed and the resilience of livestock. As 
food resources face increased strain in a changing climate, improving the nutrient quality 
of available feed will help ranchers maintain herd numbers with less feed. Nutrients 
also help animals cope with extreme conditions. For instance, animals facing heat stress 
need a specific diet to maintain normal levels of meat or milk production. Their feed can 

Box 2.6 Floating agriculture: Examples

Although floating agriculture is emerging throughout the developing world, it has been historically prevalent in Bangladesh, 
where water hyacinth beds are common and all varieties of vegetables are grown (Islam and Atkins 2007).

One example of redesign and innovation in floating agriculture technology comes from Dr. Ricardo Radulovich at the 
University of Costa Rica, funded by the Government of Canada, who developed and tested a particular type of bed design 
on Lake Nicaragua. Dr. Radulovich and his team are currently exploring the possibility of growing rice on ropes in lakes, and 
this practice could be applicable in Asia (Tran 2013).
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be modified to include “minerals, vitamins, electrolytes, amino acids, or other additives”  
to help address those needs (Renaudeau et al. 2010, 378). Supplements such as  
urea–molasses multinutrient blocks (UMMBs) have been found to increase animals’ 
resilience by increasing their ability to use the available diet and to “withstand infection” 
(IAEA 2006, 14). Improvement in feed has also been shown to increase digestibility and 
milk production (Kapur, Khosla, and Mehtal 2009; Mapato, Wanapat, and Cherdthong 
2010; Thornton and Herrero 2010). When coupled with other management techniques 
such as feeding at night or during cool periods, improving livestock feed can help to increase 
the resilience of livestock during climate change (Salem and Bouraoui 2009).

Effectiveness. Intermediate. Several studies on the effectiveness of improved livestock  
feed have produced results. A study by Mapato, Wanapat, and Cherdthong (2010, 1635) 
found that using “urea-treated rice straw (UTRS) as a roughage source significantly increased 
feed intake, digestibility, concentration of acetic acid in rumen fluid, rumen ammonia–
nitrogen, blood–urea nitrogen, milk urea–nitrogen, and milk yield (3.5% fat-corrected milk) 
compared with cows fed on untreated rice straw.” Their team also looked at the effects of 
adding sunflower oil to UTRS and found that it improved “rumen ecology, milk yield, and its 
composition” (Mapato, Wanapat, and Cherdthong 2010, 1641). In another study, Thornton 
and Herrero (2010) found that intensifying livestock diets and enhancing their digestibility 
improved milk and meat supply. Producers can therefore supply comparable quantities of 
milk and meat with fewer animals. Other studies that have cited the effectiveness of UMMB 
include an International Atomic Energy Agency (IAEA 2006) study that focused specifically 
on the member states of the Regional Cooperative Agreement for Research, Development 
and Training Related to Nuclear Science and Technology for Asia and the Pacific (RCA). 

Relative cost. More desirable (Kapur, Khosla, and Mehtal 2009). Although Shibata and 
Terada (2010) note that the cost of certain feed supplements is increasing, in the long 
term feed supplement costs will be outweighed by production gains. Additionally, following 
studies done to lower the cost of food supplements, given the increasing cost of urea, 
Wanapat et al. (2009) found that a mixture of urea and calcium hydroxide provides a more 
economical alternative while yielding outcomes similar to those from a supplement of  
urea alone.

An IAEA report cites the use of UMMB and novel feed resources as low-cost technologies 
and lists 37 plant materials demonstrating potential as unconventional, alternative, and 
lesser-known feed resources. Costs will continue to drop as production technologies 
improve and become more cost effective. For example, a cold-process technique created 
in India for preparing multinutrient blocks requires less labor than traditional techniques, 
and therefore saves money and is easier to implement (IAEA 2006).

IAEA (2006) also conducted benefit–cost and income analyses for multinutrient blocks 
and novel feed resources for dairy and beef cattle, and other small ruminants. In dairy 
cattle, IAEA (2006, 3) found that the ratio “ranged from 1:1.2 to 1:9.3 across member states, 
with the average benefit being 1:3.3” for multinutrient blocks and “ranged from 1:1.2 to 1:11 
with an average of 1:3.7” for novel feed resources (IAEA 2006, 5). Average dairy farmer 
income increased by 38% per cow per day (the range was 5% to 180%) with multinutrient 
blocks and ranged from 9% to 185% with novel feed resources. For beef cattle and other 
small ruminants, the study showed that farmer income increased “by up to 30% per animal” 
(IAEA 2006, 4).

Finally, the IAEA (2006) report includes a survey of the cost per kilogram of UMMB used in 
selected countries across Asia. For example, the cost per kilogram was found to be Tk8.00 
($0.10) in Bangladesh, CNY1.1 ($0.18) in the PRC, MK27 ($0.03) in Myanmar, and Rp4.17 
($0.04) in Pakistan. 
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Additionally, the International Fund for Agricultural Development (IFAD, n.d.) provides 
information on the savings recouped by switching to alternative supplements. Feed blocks 
could be “made from available feeding resources and by-products which are currently 
underused” (IFAD, n.d.). The use of feed blocks in Iraq reduced the need for conventional 
feeds by more than 50%, and thus significantly decreased the need to import these goods. 
IFAD also reports that the cost of 1 tonne of feed blocks in Tunisia is $105 less than the 
equivalent amount of barley (IFAD, n.d.).

Co-benefits. More desirable. One primary co-benefit of improving livestock feed is a 
reduction in methane (CH4) emissions. Climate change mitigation benefits result from a 
more efficient absorption of nutrients, with a consequent reduction in gaseous losses, and 
the ability to produce comparable amounts of diary and meat with fewer animals (Kapur, 
Khosla, and Mehtal 2009; Wanapat et al. 2009; Mapato, Wanapat, and Cherdthong 2010; 
Thornton and Herrero 2010). According to one study, “methane emissions could be 
halved” with feeding strategies that reduce gaseous losses (Blummel, Wright, and Hegde 
2010, 141). Shibata and Terada (2010, 6, citing an observation made in Shiba et al. 2003) 
noted a “higher body weight gain without any effects on carcass quality, and lower CH4 
production per dry matter intake” over a 10-month period during which linseed oil calcium 
salt was used as a supplement. Finally, Wanapat et al. (2009) found that using urea and 
calcium hydroxide resulted in a reduction of odor from free ammonium or ammonium 
carbonate. 

Co-costs. More desirable. A co-cost associated with increasing the efficiency of livestock 
feed is the impact that the reduction in demand for food stock might have on food prices. 
“Natural resource usage of land, water, and biomass is more efficient where livestock 
production . . . is based on by-products such as crop residues that do not contain human 
edible nutrients or on biomass harvest – through grazing or otherwise – from areas not 
suitable for arable land,” Blummel, Wright, and Hegde (2010, 141) point out.

Barriers. More desirable. Since many pastoralist societies measure wealth by the number of 
livestock a rancher owns, increasing the efficiency of each animal, and therefore minimizing 
herd size, may be a hard sell in these societies. Reducing herd size also affects the ability of 
households to manage risk: “the value of livestock to livelihoods in marginal environments 
goes far beyond the direct impacts of their productive capacity” (Thornton and Herrero 
2010, 19670). However, if reducing CH4 emissions is not a priority, farmers could use the 
efficiency gains to support more livestock with less feed.

Feasibility of implementation. More desirable. In the mixed crop–livestock systems found 
in tropical South Asia, productivity is inherently low. However, the systems usually involve 
complex diets that are amenable to modification. Also, productivity could be substantially 
increased through diet intensification, about which a considerable body of research exists. 
“Widespread application of different options is plausible in many situations,” say Thornton 
and Herrero (2010, 19671). Also, multinutrient blocks do not require a sophisticated 
technology and “are easy to handle (and) transport” (IFAD, n.d.). However, although many 
of these supplements are readily available (Kapur, Khosla, and Mehtal 2009), there is a 
limit to their use “mainly defined by (availability of) feed resources” (Blummel, Wright, and 
Hegde 2010, 144). 

Scale of implementation. Farm level. Because implementation is highly feasible, these 
technologies “can be made at the farm levels using the family labor” (IFAD, n.d.).

Applicable locations and conditions. According to Thornton and Herrero (2010, 
19668), “this option is widely applicable across most rain-fed and irrigated mixed systems 
where large concentrations of animals exist and numbers are projected to increase.” In 
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areas where highquality foraging crops are not available, such as arid and semiarid zones, 
urea–molasses blocks will be an especially effective technology (IAEA 2006). These 
technologies might also be particularly effective in tropical environments where livestock 
digestibility rates are traditionally low and energy-loss rates high, Shibata and Terada (2010) 
note in a research report, adding that the practice of feeding livestock waste from the 
starchy crops prevalent in Southeast Asia is an effective way to reduce CH4 emissions in 
that region. Finally, the IAEA report points out that the composition of multinutrient blocks 
can be altered to address specific needs of particular regions, for example, “blocks having 
high concentrations of salt could be successfully used in the mountainous areas where salt 
is deficient. In Mongolia, molasses is not readily available and blocks were prepared using 
other sources of fermentable energy” (IAEA 2006, 74). These technologies will become 
increasingly important as climate zones expand or shift in a changing climate. 

The literature cites only one instance where these technologies might not be as effective: 
with extensive grazing herds, where the influence on the animals’ diet is minimal (Henry 
et al. 2012). 

Potential financing and markets. Potential markets, financing options, and funding 
channels were not identified in the reviewed literature. 

Further reading. IFAD, n.d.; IAEA 2006; Kapur, Khosla, and Mehtal 2009; Salem and 
Bouraoui 2009; Wanapat et al. 2009; Mapato, Wanapat, and Cherdthong 2010; Renaudeau 
et al. 2010; Shibata and Terada 2010; Thornton and Herrero 2010; Henry et al. 2012.

Technology: Temperature regulation for livestock
Although it is difficult to predict the specific impact on livestock that will result from the 
expected rise in minimum and maximum temperatures and the increased prevalence 
of heat waves, it is known that heat stress can greatly affect growth; milk, egg, and meat 
production and quality; reproductive performance; immune response; and the overall 
health and mortality of livestock. Climate change will therefore increase the importance of 
using temperature regulation technologies to lower ambient temperature and thus prevent 
economic losses (Nardone et al. 2010; Henry et al. 2012).

Description. Temperature regulation technologies focus on breeding for heat tolerance, 
reducing heat transfer between an animal and the air, and reducing the temperature of the 
environments to which livestock are exposed. For cattle, one study has indicated that milk 
yield can begin to decline when temperatures rise above 25°C and can decline by as much 
as 0.88 kilograms per Temperature-Humidity Index unit increase (West 2003), although 
temperature regulation can vary across breeds and is also influenced by environmental 
and other factors. Adaptation technologies to address these concerns involve genetic 
modification for desirable cooling traits and external cooling mechanisms. An animal’s 
ability to cool itself depends on a number of genetic factors, including coat color and ear 
size, as well as metabolic rate. Selecting more heat-tolerant breeds and then breeding for 
these traits can produce animals that can better withstand a hotter climate (Padgham 
2009). Cooling typically involves shade (under a tree or structure); misters; and drip, fan, 
pad, floor, or room cooling. Specific examples include sprinkler systems, water evaporation 
into warm air, evaporative pad systems, and airconditioning systems (Nardone et al. 2010; 
Renaudeau et al. 2010; Henry et al. 2012).

Effectiveness. More desirable. One study of cattle found that breeds with short, dense 
hairs and increased sweating capacity mixed with highly productive dairy cow breeds 
resulted in animals that were “able to reduce body temperature by 0.5°C, produce nearly 
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1,000  kilograms more milk per lactation, and had a significantly shorter calving interval 
than normal-haired sisters” (Padgham 2009, 114, citing a study by Olson et al. 2006). Even 
a relatively simple measure (such as a well-designed shade) can reduce total heat load 
by 30% to 50%. Research findings indicate that, with sufficient night cooling, cattle can 
tolerate relatively high daytime air temperatures, and that enhancing cow cooling in the 
evening, in addition to measures during hot daylight hours, maximizes the effectiveness of 
temperature regulation (West 2003). However, to be most effective, any type of cooling 
system should be predesigned and operational before heat stress is encountered (Nienaber 
and Hahn 2007).

Relative cost. Unknown. Salem et al. (2006) describe cooling practices as “economically 
feasible.” According to Nienaber and Hahn (2007), one method—high-pressure  
irrigation-type sprinklers—can provide inexpensive wetting of animals in open pens, and 
effectiveness is enhanced when fans are also used. 

Co-benefits. Intermediate. Animals consume less water when they are not under heat 
stress. According to Henry et al. (2012, 194, citing the study by Gaughan et al. [2010]), 
“water intake may increase markedly during periods of high heat load, e.g., in a feedlot study 
mean water intake increased from 32 to 82 liters per steer per day as heat load increased.”

Co-costs. Intermediate. Nardone et al. (2010, 58) point out that “the employment of 
techniques to adapt air temperature of barns to the thermoneutrality of the animals causes 
higher energy consumption and therefore, worsens global warming and increases general 
costs of animal production.” 

Barriers. More desirable to intermediate. Genetic breeding for adaptation traits needs 
institutional support, as livestock management is most often done at rancher scale. 
Additionally, there are national and international trade barriers, such as those restricting 
trade in germplasm (Padgham 2009). For some cooling technologies, a reliable energy 
source is necessary. Also, the availability of water could be a constraint. Evaporative 
technologies, such as misters, will perform best in less humid conditions. However, water 
supplies may be most limited in arid climates.

Feasibility of implementation. More desirable. Social and research support for genetic 
breeding is needed to scale up current testing in this area. The feasibility of cooling 
technologies is context dependent. For instance, in areas where water supplies are 
abundant, using water as a cooling agent is practical. In arid climates, however, this would 
not be a feasible approach. Additionally, in areas that do not have reliable energy supplies, 
cooling technologies that are energy dependent will not be as effective. According to 
Renaudeau et al. (2010, 379), “when selecting a heat abatement system, one must consider 
production goals, breeding facilities (closed or semi-open buildings, water supply) and 
climatic environment (temperature and relative humidity).”

Scale of implementation. Farm level. Temperature regulation is most commonly done at 
the farm level.

Applicable locations and conditions. Genetic modification can be at the local level, 
but needs at least country-level or even international-level knowledge sharing for rancher 
education and breeding initiation. The effectiveness of evaporative systems is reduced in 
climates with high relative humidity (West 2003). According to Renaudeau et al. (2010, 
378), heat stress is one of “the first limiting factors of development of animal production” 
in temperate countries, and “it is a constant challenge in the tropics and subtropics.” With 
climate change, heat stress may worsen in areas that already have to cope with this issue, 
and expand to areas that have not yet dealt with heat stress.
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Potential financing and markets. In the reviewed literature, no information on potential 
markets, financing options, or funding channels was identified. 

Further reading. West 2003; Bangladesh MOEF 2005; Olson et al. 2006; Salem et al. 
2006; Nienaber and Hahn 2007; Padgham 2009; Salem and Bouraoui 2009; Nardone et 
al. 2010; Renaudeau et al. 2010; Henry et al. 2012.

Agriculture Sector Synthesis
The agriculture-focused summary table (Table 2.2) presents the relationships among the 
seven projected types of climate change impact, eight2 related technology needs, and seven 
adaptation technologies for the agriculture sector. See Box 2.1 for further details about the 
scoring criteria. 

The “Financing” column in the table reflects the information on funding channels available 
in the literature reviewed for this report. To the extent possible, the funding channels for 
each technology are characterized in two ways:

Are funding channels primarily public, private, or a combination of both? “Public” 
funding channels refer to governments, intergovernmental and international 
organizations, and nonprofits, and “private” funding channels, to private companies 
and foundations. Where applicable, a specific designation indicates where public–
private partnerships are relevant.

Are funding channels established or emerging? Established funding is defined where 
there are various examples of funding that type of technology. The designation 
“emerging” funding is given in cases where there are limited examples of the technology 
in practice. 

An “uncertain” designation in either category is intended only to convey that not enough 
information on this topic was identified in the literature review, which was conducted within 
the resource constraints of this research project. In general, designations do not reflect an 
in-depth analysis of markets and financing options and should be viewed as preliminary. 

This table reveals that four of the technology needs identified will address several types of 
impact. New crop varieties, for example, will help to reduce the widest range of vulnerabilities, 
from increased temperature to coastal flooding. Additionally, six of the technology needs 
identified can be met by more than one technology. This table also shows that all but two 
of the assessed technologies will address more than one need. Some of these technologies 

2 The impact and technology needs listed in Table 2.2 relate to those listed in Table 2.1, but do not match those 
needs precisely because they have been consolidated on the basis of similarities and common characteristics. 
For example, all the new crop varieties—whether they increase heat, or flood or drought tolerance—have been 
grouped together. 

Box 2.7 Temperature regulation: An example

In Bangladesh, the artificial management of temperature for poultry and livestock is common. Specifically this is done 
through techniques such as “the use of wet jute bags over shade and the use of exhaust fans (during hot weather)” 
(Bangladesh MOEF 2005, 21). 
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continued on next page

are multifaceted, broad-focus technologies that in practice function more as categories of 
separate but highly interrelated technologies (e.g., crop breeding). The different variations 
within each technology often meet several technology needs in the agriculture sector as 
well as in other sectors, most notably water resources (see also Chapter 8).

The assessed agricultural technologies are quite localized in their scale of implementation. 
Although many of the technologies rely on researchers in academic, industrial, or federal 
institutions to develop or provide training in new products, direct benefits are achieved 
through widespread application by individual farmers. 

There are no agricultural technology needs that are not addressed through one or more 
evaluated technologies either in this sector or others. 

Table 2.2  Agriculture sector: A summary

AGRICULTURE

TECHNOLOGIES ASSESSEDTECHNOLOGY NEEDS

New crop varieties

Improved water collection, storage, and 
distribution

Improved irrigation efficiency

Improved drainage

Improved pest and disease management

Structural barriers

Improved extreme weather event warning 
systems

Improved techniques to protect crops and 
livestock from extreme weather

See Water 
Resources

See Human Health

See Coastal Resources

See Disaster Risk Management

Increased 
temperatures

Loss of crops 
due to extreme 
weather

Decreased 
precipitation

Decreased water 
availability for irrigation

Increased crop 
pest and disease

Coastal 
flooding

Inland 
flooding

CLIMATE CHANGE IMPACT

See Water Resources
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Table 2.2  Agriculture sector: A summary

SUMMARY OF AGRICULTURE TECHNOLOGIES

TECHNOLOGY  
2.2.1 Increase crop resiliency  

Crop breeding Farm level  

Fungal symbionts Still in laboratory 
testing stage  

2.2.2 Reduce crop water demand and agricultural water waste 

Laser land leveling Farm level  

 Farm level  

2.2.3 Improve adaptation to flooding 

Floating agriculture Local  

2.2.4 Protect livestock from climate impacts 

Improved livestock feed Farm level  

Temperature regulation 
for livestock  Farm level  

More desirable Intermediate Less desirable

 

EFFECTIVENESS CO-BENEFITS CO-COSTS BARRIERS
FEASIBILITY OF 

IMPLEMENTATION
RELATIVE 

COSTa

a For agriculture, the cost scoring for laser land leveling, pressurized irrigation technologies, and floating agriculture aligns with the following scale:
More desirable = less than $100 per hectare, Intermediate = $100–$500 per hectare, Less desirable = more than $500 per hectare. For the other technology categories, estimates are 
more subjective and are based on prices quoted in the “Relative costs” subsections in the text.

b An “uncertain” indicator in the “Financing” column is intended only to convey that no information on this topic was identified in the literature review. (See the “Agriculture Sector 
Synthesis” section of this chapter for details.)

unknown

unknown

SCALE OF 
IMPLEMENTATION FINANCINGb

Public, private, 
and PPP

Established

Private
Emerging

Public and 
private

Established
Public and 

private
Established

Public and 
private

Emerging

Uncertain
Uncertain

Uncertain
Uncertain

Pressurized irrigation 
technologies
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CHAPTER 3

Coastal Resources

Climate change presents particular risk to coastal regions and small island states, their 
coastal resources—including the biodiversity and unique ecosystems in coastal waters, 
adjacent shores, and wetlands—and their human activities and development (e.g., land use, 
trade, shipping, tourism, aquaculture, coastal agriculture). This chapter gathers together 
published information on the projected impact of climate change on the coastal resources 
sector, the related technology needs, and some adaptation technologies.

Section 3.1 presents the potential adverse impact of climate change on coastal resources 
throughout the Asian Development Bank regions. Climate models mainly indicate a rise in 
global sea level due to ocean warming (water expands as it warms) and the melting of land-
based ice, resulting in saltwater intrusion, ocean acidification, and inundation and storm 
surge flooding. Climate change could make tropical storms more intense and frequent as 
well. This section will also connect projected impact to the technology needed to reduce 
the vulnerability of countries to that impact.

Section 3.2 gives examples of relevant technologies that can meet the outlined technology 
needs, including hard and soft coastal protection and construction techniques to 
accommodate flooding, and evaluates their applicability to the Asian developing countries 
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according to specific criteria. The five coastal sector–specific technologies evaluated in this 
chapter are:

structural barriers;

geosynthetics;

artificial wetlands and reefs;

beach nourishment and dune construction; and

elevation, land reclamation, flood resilience, and flood proofing.

Section 3.3 synthesizes the adaptation needs and technology assessments to provide an 
inclusive overview of the challenges confronting the coastal resources sector and selected 
potential solutions. It also highlights interesting findings.

Detailed information on the methods used to develop this chapter can be found in 
Chapter 1.

Climate Change Impact on the Coastal Resources 
Sector
Rising sea levels, saltwater intrusion, ocean acidification, inundation and storm surge 
flooding, and more intense and frequent tropical storms—these are the ways in which 
climate change could affect coastal resources in Asia (Morton 2007). The loss of coastal 
property resulting from a rise in sea level could be significant. The Intergovernmental Panel 
on Climate Change (IPCC) notes: “Three of the world’s five most populated cities (Tokyo, 
Delhi and Shanghai) are located in areas with high risk of floods. Flood risk and associated 
human and material losses are heavily concentrated in India, Bangladesh and PRC” (IPCC 
2014, 19).

A 25-centimeter increase in sea level is likely to result in a loss of about 0.9% of dry land 
in Southeast Asia and 0.4% in South Asia (Bigano et al. 2008). The United States Agency 
for International Development (USAID) estimates that for every meter the sea level rises, 
24 million people in Bangladesh, Cambodia, India, Indonesia, the Philippines, and Viet Nam 
could be displaced (USAID 2010). The risk of storm surges would also go up (NIEHS 2007). 
A commensurate increase in ocean temperature may bring about coral bleaching and loss 
of coral reef diversity (USAID 2010). In addition, ocean acidification is slowing coral reef 
calcification and threatening mangrove and seagrass ecosystems, which provide protection 
from storm surges (USAID 2010). The loss of reefs and other marine ecosystems reduces 
the productivity of fisheries (CSR Asia 2011). 

East Asia
In East Asia, a 1-meter rise in sea level could pose a flood risk to 17.1 million people 
(Francisco 2008). Ocean acidification, storms of increasing frequency and intensity, and 
coastal inundation are other likely effects of climate change on the region (USAID 2010). 
Large coastal cities, with significant populations and valuable infrastructure near coastlines, 
are especially vulnerable.
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Southeast Asia
Rising sea levels and other effects of climate change on the coastal resources sector are 
projected for Southeast Asia (USAID 2010), where a rise of 1 meter in sea level could put 
7.8 million people at risk (Francisco 2008), including 11% of the population of Viet Nam 
(Francisco 2008). Its 3,260 kilometers of coastline makes Viet Nam vulnerable to higher 
sea levels, flooding, and other coastal impact (Viet Nam MONRE 2005). For example, a 
1-meter rise in sea level would flood 1,000 square kilometers of cultivated farmland in the 
Red River Delta (CSR Asia 2011). In Cambodia, rising sea levels and high tides could affect 
435 kilometers of coastline, submerge coastal property and ecosystems, and worsen beach 
erosion and saltwater intrusion (Francisco 2008; Christiansen, Olhoff, and Traerup 2011). 
Saltwater intrusion has already been reported in all three of Cambodia’s coastal provinces.

Indonesia is likely to experience higher sea levels and sea surface temperatures, ocean 
acidification, and more frequent and intense tropical storms and storm surges (UNFCCC 
2010; UNISDR 2011). Coral bleaching could reduce the productivity of fisheries in the 
Philippines and degrade the country’s mangrove forests, which protect its coastal areas 
and provide a habitat for fisheries (REECS 2010). Thailand is also threatened by rising sea 
levels and coastal erosion (Christiansen, Olhoff, and Traerup 2011).

South Asia and Central and West Asia
Coastal areas in South Asia could undergo serious flooding and erosion, and the region 
as a whole may have to deal with more frequent and intense flooding and storm surges, 
saltwater intrusion, and rising sea levels (Byravan and Rajan 2008; Sterrett 2011). Floods 
due to storms and higher sea levels threatening India’s heavily populated mega-deltas 
would displace a large number of people and damage aquaculture and fishing (Kapur, 
Khosla, and Mehtal 2009). The state of Gujarat, for example, has about 1,600 kilometers 
of coastline, and 30% of the land is affected by saltwater intrusion (Ahmed and Fajber 
2009). In Sri Lanka, hotter temperatures are likely to damage coral reef habitats, resulting in 
about $100,000 in annual damage to the tourism and fishing industries (UNFCCC 2000). 
Sixty-five percent of the country’s urban and industrial output areas are in its coastal zone, 
where 80% of tourism and fisheries production also takes place. The country is likewise 
threatened by saltwater intrusion and increased storm surges and flooding. Pakistan may 
be affected by more frequent and intense cyclones (Khan et al. 2011).

Higher temperatures and stress on coral reefs are likely to affect the Maldives as well. 
Temperatures in the Indian Ocean region are projected to be 3.2°C higher by 2080 
(Maldives MOEEW 2008). Damage to reefs from acidification and coral bleaching reduces 
their ability to protect the islands and support commercially important fish stocks. With 
80% of its land area less than 1 meter above mean sea level, the country is susceptible to 
rising sea levels and storm surges (Maldives MHE 2010). Tropical cyclones could strike 
with 10%–20% greater force.

In Central and West Asia, particularly Azerbaijan, changes in the hydrologic and 
hydrochemical properties of the Caspian Sea are projected to affect fish stocks (Azerbaijan 
State Hydrometeorological Committee 2001).
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Pacific
Small island states in the Pacific are particularly vulnerable to rising sea levels and other 
impact of climate change on coastal resources (SPREP 2012). A 1-meter increase in sea 
level could put 51,000 people on the Pacific islands at risk (Francisco 2008). In Kiribati, 
storm surges already threaten the country’s 33 atolls, which have a maximum elevation of 
3–4 meters above current sea levels. The impact of coastal erosion could reach $7–$13 
million per year (Kiribati MELAD 2007). A 3.8-millimeter yearly rise in sea level is foreseen 
for Samoa, to the detriment of its population and infrastructure in low-lying coastal areas 
(70% of the population and infrastructure totals) (Samoa NCCCT 1999; Samoa MNREM 
2005). The country’s coral reefs are threatened by bleaching and heat stress, and storm 
surges are likely to increase coastal erosion.

In the southwest Pacific, including Melanesia, sea levels rose 8–10 millimeters per year in 
the first decade of the 21st century—about three times the global average (Solomon Islands 
MECM 2008). Reefs in the Solomon Islands, with their high rates of biodiversity, face threats 
from coral bleaching associated with high sea surface temperatures. Fisheries in Vanuatu 
are vulnerable to changes in species distribution due to changes in sea surface temperatures 
(Vanuatu NACCC 2007). Timor-Leste is likely to undergo coral reef degradation, stronger 
and more frequent storm surges, water shortages from increased evapotranspiration, and 
a loss of biodiversity in commercially important marine ecosystems (Timor-Leste MED 
2010). Tuvalu depends greatly on the productivity of its marine fisheries; heightened 
erosion and hotter sea surface temperatures as a result of climate change would lead 
to the sedimentation of lagoons, reduce the productivity of bivalve fisheries, lower tuna 
prevalence, and degrade coral reefs (Tuvalu MNREAL 2007).

Technology needs in the coastal resources sector
The foregoing discussion of the impact of climate change on the coastal resources sector 
indicates a need for adaptation technology in several areas. The Coastal Zone Management 
framework for managing the impact of climate change on coastal ecosystems, initiated by 
the IPCC, is built around three complementary strategies: protection, accommodation, 
and retreat (IPCC 1990). Adaptation technologies are highly applicable to the first two 
strategies, and policy reforms, to a well-managed retreat from vulnerable coastlines. 

Adaptation technologies—sea walls and levees (among other hard options), and mangrove 
reforestation and beach nourishment (as well as other soft options)—can provide protection 
against rising sea levels, storm surges, and coastal inundation. Technologies can also reduce 
the sensitivity of coastal assets to climate impact, for example, by improving the ability of 
buildings to withstand flooding, by preventing saltwater intrusion, or by purifying contaminated 
groundwater. In addition, technologies may be found to handle increased precipitation, high 
winds, storm surges, and other impact of coastal storms. As commercially important ecosystems 
endure stress from climate change, marine species may reduce their vulnerability to ocean 
acidification and higher ocean temperatures, with the help of available technologies.

Coastal resources impact matrix
Table 3.1 summarizes the impact and technology needs in the coastal resources sector, 
and indicates the potential for applying adaptation technologies to make the sector less 
vulnerable to the impact of climate change. This list of technology needs is not meant to be 
exhaustive. Specific technologies that can address these needs are analyzed in “Adaptation 
Technologies for the Coastal Resources Sector” below.
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Table 3.1 Coastal resources technologies for climate change mitigation and adaptation

Projected impact of climate change Technology needs
Flooding and inundation due to a rise in sea levels 
and storm surges

�� Hard and soft protection for coastal resourcesa, b

�� Improved construction techniques to accommodate floodinga, b

�� Improved drainage and stormwater managementb

Damage from more intense and frequent extreme 
weather events

�� Hard and soft protection for coastal resourcesa, b

�� Improved prediction of extreme weather events and early 
warning systemsa, b

�� Improved stormwater managementa, b

�� Improved prediction of extreme coastal weather events and 
early warning systemsa, b

�� Improved evacuation techniques and proceduresb

Reduced of domestic, commercial, or industrial water 
due to saltwater intrusion

�� Improved water-use efficiencya, b

�� Barriers to saltwater intrusiona, b

�� Increased sustainable aquifer rechargea, b

�� Desalinationa

Loss of mangrove forests and other marine 
ecosystems due to rising sea levels and ocean 
acidification 

�� Hard and soft protection for coastal resourcesa, b

Beach and coastal erosion due to rising sea levels and 
wave action

�� Beach nourishmenta

�� Hard and soft protection for coastal resourcesa, b

a Indicates crosscutting technologies that can be used in several sectors. See Chapter 8.
b This technology need has at least one or more characteristics in common with another technology need.

Further reading
Ahmed and Fajber 2009
Azerbaijan State Hydrometeorological 

Committee 2001
Bigano et al. 2008
Byravan and Rajan, 2008
Christiansen, Olhoff and Traerup 2011
CSR Asia 2011
Francisco 2008
IPCC 1990
IPCC 2014
Kapur, Khosla, and Mehtal 2009
Khan et al. 2011

Kiribati MELAD 2007 
Maldives MOEEW 2008
Maldives MHE 2010
Morton 2007
NIEHS 2007
REECS 2010 
Samoa NCCCT 1999
Samoa MNREM 2005 
Solomon Islands MECM 2008
SPREP 2012
Sterrett 2011

Timor-Leste MED 2010
Tuvalu MNREAL 2007
UNISDR 2011
UNFCCC 2000
UNFCCC 2010
USAID 2010
Vanuatu NACCC 2007
Viet Nam MONRE 2005 
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Adaptation Technologies for the Coastal Resources 
Sector
Adaptation in the coastal  resources sector is aimed at minimizing loss and damage to coastal 
infrastructure, resources, ecosystems, and livelihoods. Adaptations typically fall under one 
of three categories: protect, accommodate, or retreat. This section deals with technologies 
related to protection and accommodation. Protection adaptation technologies apply 
structural or nonstructural solutions to prevent or limit inundation and flooding, while 
accommodation technologies allow inundation to happen and are centered on changing 
the exposure or sensitivity of affected systems, through flood proofing or other means. 
Retreat adaptations, such as changes in zoning or insurance, are often more management 
focused and are beyond the scope of this report.

The list of technologies evaluated here is not exhaustive, and is meant to show a variety 
of ways in which technologies can reduce climate-related vulnerabilities. The order in 
which the evaluated technologies are discussed in this section is not intended to convey 
preference, ranking, or recommendation. A summary table in the “Coastal Resources 
Sector Synthesis” section allows a quick, side-by-side comparison of all the evaluated 
technologies.

Additional technological considerations for coastal adaptation are addressed in other 
chapters—reduced water availability and urban flooding (in Chapter 6) and disaster 
management (in Chapter 7).

Box 3.1 Technology evaluation scoring method

The technologies are scored against nine criteria: effectiveness, relative cost, co-benefits, co-costs, barriers, feasibility of 
implementation, scale of implementation, applicable locations and conditions, and potential financing and markets. The 
scoring is based on research but also reflects subjective judgment. Scores range from “more desirable” to “intermediate” 
and “less desirable.” Because of their summative nature, the scores do not capture the entire complexity of each category 
and should therefore be considered alongside the full description in the text. See Chapter 1 for more information on the 
scoring method.

For coastal resources, the cost scores for constructed wetlands and artificial reefs, beach nourishment and dune 
construction, and accommodation are compared on the basis of estimated prices standardized to a square-foot scale, as 
follows:

More desirable = less than $10 per square foot

Intermediate = $10–$100 per square foot

Less desirable = more than $100 per square foot.

For structural barriers, estimates are subjective and are based on prices quoted in the “Relative costs” subsections  
in the text.
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Protection
Structural and nonstructural adaptation approaches can help protect vulnerable lands, 
people, infrastructure, and resources from destructive flooding or wave action caused by 
rising sea levels or coastal storms. Structural approaches involve constructing physical 
barriers along the coast to minimize damage, improve the design of stormwater management 
systems, and reduce risks of flooding from inland precipitation and high-runoff events (see 
Chapter 6 for discussions of stormwater and inland flooding). In some cases, structural 
protection measures may be the only practical way of avoiding damage from inundation.

The improvements that have been achieved in the construction of structural barriers 
are an important part of the discussion. Several types of materials, including concrete, 
geosynthetics, and natural elements such as sand, can be used to build barriers. Recent 
advances in concrete technology are particularly relevant to coastal structural barriers (see 
Chapter 5 for a discussion of concrete technologies), as are advances in geosynthetics 
(discussed below).

While nonstructural and structural options share a similar goal, nonstructural options 
focus on restoring the natural protective functions of coastal ecosystems and landforms. 
Constructed wetlands and artificial reefs, and beach nourishment and dune construction, 
are nonstructural adaptation options.

Technology: Structural barriers
Description. Structural barriers are levees, dikes, sea walls, and other artificial barriers 
built along the coast to hold the shoreline in place or to shape the interaction between the 
sea and the land. They are designed to hold back seawaters, manage freshwater flows, or 
protect areas at risk of damage from inundation or strong waves. Although dikes have been 
built since the 12th century and are already used widely throughout Asia, especially in East 
Asia, new “flexible” designs allow infrastructure to be easily adapted as sea levels rise over 
time.

Tide gates (barriers across small tidal bodies of water) or storm surge barriers (structures 
across larger bodies of water subject to surge) can be closed during storms or high flows 
and then reopened at low tide and during normal flows. Most of the time, they sit open or 
on the sea floor so as to not interrupt water flow and navigation. Tide gates have been used 
for centuries, but new flexible designs allow infrastructure to be easily raised as sea levels 
rise over time. While examples of riverine floodgates can be found throughout Asia (see 
the “Structural barriers to flooding” subsection in Chapter 6), tide gates are less common in 
the region. However, flash flooding in Singapore in September 2013 prompted the National 
Public Utility Board to plan the construction of tidal gates along the Sungei Pandan Kechil 
canal (Auyong and Yi Han 2013). 

Globally there are few examples of storm surge barriers. Two of the largest in the world are 
the Oosterscheldekering in the Netherlands and the Thames Barrier just outside London. 
There are no examples of storm surge barriers in developing countries (Zhu, Linham, and 
Nicholls 2010). 

Effectiveness. More desirable, if factors discussed here are considered. Barriers that are 
built high enough and used in combination with other strategies, such as advanced warning 
systems (see Chapter 7), can be very effective in protecting settlements and infrastructure 
from rising waters. In the Maldives, many credited a 3.5-meter sea wall with saving the 
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capital city from even worse destruction from the tsunami that struck the country in 2004 
(BBC News 2005). 

Tide gates can also be an effective protection strategy, but rising sea levels must be taken 
into consideration. Studies indicate that climate change will decrease the effectiveness of 
tidal gates, both because of the impact rising seas will have on hydraulics and because there 
is a point at which the gates will be permanently inundated. One modeling study done on 
an existing tide gate found that “sea level rise [could] reduce the tide gate effectiveness 
resulting in longer lasting and deeper flood events. The results indicate that there is a critical 
point in the sea level elevation for this local area, beyond which flooding scenarios become 
dramatically worse and would have a significantly negative impact on the standard of living 
and ability to do business” (Walsh and Miskewitz 2013, 453).

Hard protection measures can induce more development in coastal areas, thus increasing 
exposure should the protection measures fail. This is known as the “development 
paradox” or the “levee effect” (Burby 2006). There are examples worldwide of storm 
surges overtopping embankments, for instance, in West Bengal, Bangladesh, and in Japan. 
Additionally, damage in the aftermath of extreme events can actually be worse in stabilized 
areas if hard protective structures block or slow the floodwater runoff (Mascarenhas 2004). 
If tide gates are not built in such a way as to allow them to be raised as sea levels go up, they 
would have to be permanently closed and could be always overtopped by the rising sea, 
thus losing their effectiveness. 

Relative cost. Intermediate to less desirable (depending on the scale and the materials 
used). Structural approaches are usually expensive and tide gates are perhaps the most 
expensive of these options. According to Delta Works (2004), the Oosterscheldekering 
cost more than $3 billion to build (excluding operation and maintenance cost). More than 
$2 billion (in 2007 prices) went into the construction of the Thames Barrier in London; 
every year $12 million is spent to operate and maintain it and more than $16 million funds 
capital improvements (UK Environment Agency 2012). 

Seawalls can also be expensive. In Kamaishi, Japan, a breakwater was completed in 2009 at 
a cost of about $1.5 billion (Onishi 2011).

However, Lin et al. (2013, 10) point out that local governments may be better able to judge 
the cost-effectiveness of protection options if they were to consider as well the potential 
damage that would be avoided: “For example, if a barrier wall costs $4 million to build, but 
protects potentially $20–30 million worth of assets over the following 10 years, the barrier 
wall could be an economically effective strategy to undertake.”

Co-benefits. Less desirable. No co-benefits have been identified. 

Co-costs. Less desirable. Structural barriers can involve a number of co-costs. They 
can adversely affect riparian and coastal ecosystems and the services these provide. For 
example, hard structures could block the natural evolution of beaches and the landward 
migration of coastal habitats as sea levels rise. If structures are built on the landward side 
of wetlands or shorelines, those coastal habitats may lose the ability to migrate as sea 
levels rise. Barrier structures may increase erosion and flooding on the outer edges of the 
structures, thus adversely affecting other communities. Structures intended to prevent 
erosion could also indirectly affect other areas by disrupting natural water and sediment 
flows. Barriers built with old materials could result in pollution. Monnereau and Abraham 
(2013) cite the use of old paint containers in barrier structures, a practice that reduces cost 
but harms the environment.
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Barriers. Intermediate to less desirable (depending on the scale). Besides their often 
prohibitive cost, other constraints on the implementation of coastal barriers are low 
institutional capacity, inadequate infrastructure, insufficient regulation, differing 
conditions between sites, and poor integration of climate change issues and environmental 
protection into coastal zone management (Viet Nam MONRE 2005). There are also social 
considerations, such as the property values that would be lost if a sea wall were to limit the 
private owners’ access to the coast. 

Feasibility of implementation. Intermediate. Barrier design requires technical expertise 
to collect and effectively use global climate and coastal flood models, engineering 
design, ecological information, and sediment flow considerations in determining the 
placement, height, and extent of the structure. Design decisions that employ generalized 
technical information or historical climate records rather than local knowledge and future 
projections can result in poor design, unnecessary costs, or insufficient protection from 
coastal and inland flooding hazards. Flexibility can be built into designs to allow them to be 
modified as the need arises. For example, structures can be designed to enable low-cost 
future expansion in height or width to accommodate future changes in sea level. Some 
approaches are inherently more flexible than others, but structural approaches should 
always be considered as part of an entire coastal protection package (Gilman et al. 2008; 
Birkmann et al. 2010; Monnereau and Abraham 2013).

Scale of implementation. Local to regional. Barriers can range in size from small-scale 
tidal gates or sea walls to expansive storm surge barriers. To be effective, however, hard 
structures must be comprehensive in coverage. Their use as autonomous adaptations 
by private citizens (as opposed to planned community-wide adaptations by public 
organizations) limits their effectiveness. For example, a seawall built by only one out of 
five houses on a beach would provide only minimum protection at best as the water would 
cross the barrier at either side (Monnereau and Abraham 2013). 

Applicable locations and conditions. Barriers are a practical adaptation for areas  
with critical or expensive coastal infrastructure, or in heavily populated areas. In 
highly sensitive ecological areas, or where such barriers might increase the damage to  
neighboring communities, this approach should be used with special caution (Monnereau 
and Abraham 2013).

Potential financing and markets. Financial assistance is likely to be necessary, but must 
be carefully managed to minimize incentives to overbuild structures (which could later 
result in the loss of critical habitat, loss of access to water, and other negative impact). As 
noted in Box 3.2, Japan has provided funding assistance for the building of hard coastal 
structures.

Further reading. Pilkey and Wright 1988; Delta Works 2004; Mascarenhas 2004; BBC 
News 2005; Viet Nam MONRE 2005; Burby 2006; Fujima et al. 2006; Gilman et al. 2008; 

Box 3.2  Structural barriers: An example

After devastating floods in 1987, the Maldives built a series of breakwaters and seawalls to protect 
its capital, Male, from flooding. These $60 million seawalls were funded in large part by the Japan 
Grant Aid Project and completed in 2002. Many credit the seawalls with saving lives and preventing 
severe destruction in the capital city during the 2004 tsunami (BBC News 2005; Fujima et al. 2006;  
Hamilton 2008).
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Hamilton 2008; Solomon Islands MECM 2008; Birkmann et al. 2010; Zhu, Linham, and 
Nicholls 2010; Onishi 2011; Sovacool et al. 2012a, 2012b; UK Environment Agency 2012;  
Au-yong and Yi Han 2013; Lin et  al. 2013; Monnereau and Abraham 2013; Walsh and 
Miskewitz 2013.

Technology: Geosynthetics
Description. As sea levels rise and precipitation changes, geosynthetics will play an 
increasing role in structural barrier design and in other types of flood and erosion 
management. Geosynthetics are man-made products used in water separation, diversion, 
or filtration; land protection; and the reinforcement of existing flood barriers. Geosynthetics 
come in different types: geotextiles, geogrids, geonets, geomembranes, geofoam, geocells, 
and geocomposites. These are all similar in many ways, but each type of geosynthetic 
has different advantages depending on the situation and need. The geosynthetics used 
primarily in coastal flooding and erosion control are geotextiles and geomembranes. 

Geotextiles, porous fabrics made of synthetic materials, are used mainly in flood control, 
barrier reinforcement, and erosion management through drainage control. Geomembranes 
are nonporous barriers used primarily for containment. Although they were originally used 
to line solid-waste landfills, geomembranes now have various other uses, including flood 
control. Fabrics have long met this purpose, but advances in material science have greatly 
expanded their use in the past few decades. 

Effectiveness. More desirable. Geotextiles and membranes can be effective in controlling 
floods and erosion and in providing protection against damage from waves or currents. 
According to Yasuhara and Recio-Molina (2007), geosynthetic wraparound revetments—
sand slopes reinforced by geotextiles—can survive 10,000 to 36,000 waves, depending 
on the construction design. Various types of application of this technology can be more 
effective than others. For example, a breakwater constructed from geotextile mattresses 
or sandbags can offer more lateral stability than one made of geotextile tubes or other 
geosynthetic products (Chu, Yan, and Li 2012). 

However, geotextiles are meant to be part of a larger suite of flood and erosion control 
options, as they are not always the most effective solution. For instance, they are less 
effective against rising sea levels because of their potential for permanent inundation. 
Geotextiles alone are also not strong enough to protect critical coastal areas against 
tsunamis or very strong storm surges.

Relative cost. Unknown, but will depend on the type of geosynthetic product used and 
the scale of the project. Compared with hard barriers (e.g., rock, concrete) for flood and 
erosion control, geotextiles and geomembranes cost much less to build and to maintain. 
Even implementing geosynthetics as part of a more traditional construction project can 
help reduce costs. For example, using geotextiles as the formwork for cast-in-situ cement 
mortar units tends to be cheaper than conventional methods. Geosynthetic prices vary 
depending on the types of materials and configurations used and the equipment needed to 
install them (Yasuhara and Recio-Molina 2007; Chu, Yan, and Li 2012).

Co-benefits. Less desirable. No co-benefits have been identified.

Co-costs. Intermediate. Geotextiles, as well as other solid barriers, can alter sediment flow 
patterns and may adversely affect ecosystems. 
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Barriers. More desirable. There are not many impediments to geotextile and  
geomembrane use, but lack of access to materials is one of them. The availability of 
inexpensive and easily produced structures could benefit developing countries (Yasuhara 
and Recio-Molina 2007). 

Feasibility of implementation. More desirable. Because their use requires relatively low 
levels of technology, geotextiles and geomembranes are easy to implement.

Scale of implementation. Site specific. These types of technologies are designed for 
use at a site-specific or local scale, although equipment and best practices can be shared 
throughout a region.

Applicable locations and conditions. Geotextiles and membranes are reliable 
technologies for controlling periodic or episodic flooding or slow-moving erosion. However, 
as discussed above, geotextiles are best used in certain situations, such as in shallow or 
quiet water, or for minimum erosion control. For the effective use of geotextiles and 
geomembranes, site-specific conditions and techniques must also be considered.

Potential financing and marketing: There is a private market for geosynthetic 
manufacturing. No potential financing sources have been identified.

Further reading. Sarsby 2007; Yasuhara and Recio-Molina 2007; Antoniou, Kyriakidou, 
and Anagnostou 2009; Hegde 2010; Yan and Chu 2010; IFAI 2011; Chu, Yan, and Li 2012; 
Koerner 2012.

Technology: Constructed wetlands and artificial reefs 
Description. Wetlands, in this context, refer to a diverse range of shallow-water and 
intertidal habitats, including seagrass beds, salt marshes, and mangrove forests. These 
ecosystems can serve a protective function for coastal communities during flooding by 
absorbing wave energy or storing excess water. Reefs are structures that lie beneath the 
ocean surface. The most well-known kind of reef is a coral reef, but reefs can also be made 
of rock or sand. 

Where these coastal ecosystems are intact, their protection can be a very cost-effective 
method of flood control. In areas where these ecosystems have been damaged or depleted, 
restoration can reestablish their value. Restoration involves rehabilitating ecosystem 
functions that previously existed in the affected area. 

One approach to restoration is the construction of man-made wetlands or reefs to 
replicate and offer benefits similar to those provided by naturally occurring ecosystems, 

Box 3.3   Geosynthetics: An example

For a land reclamation project at Tianjin Port near Beijing, People’s Republic of China (PRC), engineers 
constructed an offshore dike using geotextile mats. For a project in relatively deep water, geotextile mats 
were selected, rather than cylindrical geosynthetic tubes. The offshore mats had to be filled with a slurry 
soil that could be pumped easily; in this instance, locally sourced clay slurry was used. Construction 
was completed in September 2001, and the dike’s performance has been stable, with settlement within 
expected limits (Yan and Chu 2010).
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such as storm buffers. A constructed wetland is “a shallow basin filled with some sort of 
filler material (substrate), usually sand or gravel, and planted with vegetation tolerant of 
saturated conditions” (UN-Habitat 2008, 3). Artificial reefs have been constructed from 
discarded man-made materials, such as tires, concrete blocks, or even old subway cars, in 
areas of oceans where reefs have been depleted. Organisms such as algae and barnacles 
then attach to these surfaces and lay the ecological groundwork for a reef to bloom. To 
restore shellfish reefs, fossil shells can be transferred to shallow areas, where new specimens 
can grow (Nellemann and Corcoran 2010). 

Effectiveness. More desirable. Reefs and coastal wetlands absorb wave action and 
consequently minimize damage farther inland. Globally, coastal wetlands have provided 
$250–$51,000 per hectare per year in hurricane protection (Costanza et al. 2008). In 
India, those living in houses with intact mangroves serving as storm barriers save $120 per 
household per year in damage avoided (Nellemann and Corcoran 2010). Wetlands can 
also act as a sediment trap, helping to maintain and expand coastal land. Salt marshes 
reduce wave height and stabilize shorelines (Shepard, Crain, and Beck 2011). According to 
studies of the 2004 tsunami in the Indian Ocean, some protection against wave damage 
was provided by mangroves (Cochard et al. 2008), and most consistently by seagrass beds. 

Natural barriers do not send floodwaters to other locales or block the migration of 
beaches or vegetation, and in that sense have advantages over hard structures. Also, by 
not committing a community to a particular protection strategy in the future, they allow 
management options to change as conditions change.

Natural barriers may not be effective against huge tsunami-like waves, but they are better 
at providing protection from large, storm surge–sized waves. For instance, during the 2004 
tsunami, the natural ecosystems around Banda Aceh, Indonesia, did little to blunt the force 
of the waves that reached several kilometers inland. However, during the same storm, the 
natural barriers were very effective in protecting Sri Lanka, which experienced smaller wave 
action (Adger et al. 2005).

Also, in order for a restored wetland or reef to be truly effective, wider protection measures 
must be in place. Practices that cause degradation of naturally forming ecosystems 
(e.g.,  sediment or nutrient runoff from farming, unsustainable fishing practices, coastal 
development) will also harm an artificially constructed ecosystem. The two ecosystems will 
face the same fate over time if sustainable practices are not enforced (Adger et al. 2005).

Relative cost. More desirable (depending on the size of the project and the benefits to be 
gained). The 2010 United Nations Environment Programme (UNEP) report Dead Planet, 
Living Planet: Biodiversity and Ecosystem Restoration for Sustainable Development gives 
high-end estimates of the cost of restoration for a range of options, including coral reefs 
and coastal mangroves (Nellemann and Corcoran 2010). The report mentions a cost of 
$542,500 per hectare for a typical coral reef restoration project, and $2,880 per hectare 
for coastal mangrove restoration. These estimates contain significant uncertainty. One 
study of mangrove restoration in Viet Nam was found to have capital and recurrent costs 
of about $41  per hectare (Nellemann and Corcoran 2010). But there is agreement that 
while the costs of restoring a lost ecosystem are far greater than the costs of proactive 
ecosystem management programs, they are still less than the costs of losing ecosystem 
services altogether. The UNEP report estimates that restoration can provide a “benefit cost 
ratio of 3:75 in return of investment and an internal rate of return of 7–79%, depending on 
the ecosystem restored and its economic context” (Nellemann and Corcoran 2010, 6).

Like hard defenses, soft measures often require ongoing monitoring and maintenance, but 
the costs of construction and maintenance can be significantly lower for soft measures 
than for hard measures. In addition, these soft approaches often offer a higher return on 
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investment than hard measures. Preventing the loss of existing wetlands will maintain the 
services it provides to the ecosystem while avoiding the costs of restoration.  

Co-benefits. More desirable. Wetlands and reefs offer inherent benefits aside from storm 
protection, including new habitats for vegetation, fisheries, and wildlife; fishing; tourism; 
food security; pharmaceutical research; carbon sequestration sinks; groundwater filtration 
and recharge; nutrient recycling; and improved sanitation through wastewater treatment 
(UN-Habitat 2008; Erwin 2009; Lebel et al. 2010; Nellemann and Corcoran 2010).

Many of these benefits have great economic value. In Southeast Asia alone, the economic 
value of reefs for fishing is $2.4 billion per year, and the potential economic benefits from 
healthy reefs per kilometer total an estimated $23,100–$270,000 annually, depending on 
the tourism potential (Burke, Selig, and Spalding 2002). Wetlands provide about $7 trillion 
of services every year (Nellemann and Corcoran 2010).

Co-costs. More desirable. Some materials used in restoration into the environment, such 
as old vehicles or tires, may have unintended consequences, such as leaching toxins as the 
materials break down over time.

Barriers. Intermediate. The primary disadvantage of wetlands as a means of shoreline 
protection is the large footprint required, which can compete with development uses in 
areas with high land values. In areas with significant destruction, restoration techniques 
can require a significant land area to be effective in restoring protection, eliminating that 
land from other potential uses and potentially creating political and economic problems. 
In addition, many ecosystem-based approaches call for specific environmental conditions 
that may not exist in the location where the protection is needed.

Feasibility of implementation. More desirable. In most cases, restored natural coastal 
areas are a more feasible adaptation option than constructed ones, especially if the 
constructed features are built in an area where the ecosystem did not previously exist. 

Scale of implementation: Local to regional. Constructed wetlands and artificial reefs can 
be implemented on a local to municipal scale, depending on the level of protection desired.

Applicable locations and conditions. Constructed wetlands and other natural protective 
ecosystems can occur anywhere, although projects show that the most effective sites are 
coastal areas with critical infrastructure and homes along the coast. Implementers should 
take into account the need for coastal real estate for the construction. Artificial reefs can be 
started in any coastal area, but the surrounding conditions for their long-term sustainability 
will affect their survival.  

Potential financing and marketing. As with structural barriers, public support will likely 
be required to finance the capital costs and the ongoing maintenance of these types of 
restoration projects. Interest in pursuing coastal restoration has swelled in the wake of the 
2004 Indian Ocean tsunami, spurring projects such as Wetlands International’s Green 
Coast (see Box 3.4 for more information). In Asia, nongovernment organizations, such 
as Wetlands International and the World Wide Fund for Nature, are drivers of wetland 
restoration. For example, the microcredit scheme (“bio-rights”), through which Wetlands 
International funds some restoration projects lends to communities to help them improve 
their environment (Wetlands International, 2012a). 

Further reading. Burke, Selig, and Spalding 2002; Adger et  al. 2005; Cochard et al. 
2008; Costanza et al. 2008; UN-Habitat 2008; Erwin 2009; Lebel et al. 2010; Nellemann 
and Corcoran 2010; Shepard, Crain, and Beck 2011; Sovacool et al. 2012a; Wetlands 
International 2012a, 2012b; UNFCCC, n.d.(a), n.d.(b).
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Technology: Beach nourishment and dune construction 
Description. Beach nourishment is a response to shoreline erosion that involves the 
artificial addition of sediment to a beach area with a sediment deficit. For example, sand 
can be pumped onto an eroding beach from an offshore source. Beach nourishment serves 
as a buffer against coastal erosion, protecting coastal property and infrastructure. It can 
also promote protective beach formations that maximize the dissipation of wave energy. 
“A ‘dissipative’ beach – one that dissipates considerable wave energy – is wide and shallow 
while a ‘reflective’ beach – one that reflects incoming wave energy seawards – is steep and 
narrow and achieves little wave energy attenuation. The logic behind beach nourishment 
is to turn an eroding, reflective beach into a wider, dissipative beach, which increases wave 
energy attenuation” (Zhu, Linham, and Nicholls 2010, 22). However, adding sediment 
to a beach does not halt erosion and will require periodic renourishment to maintain its 
protective effect. Nourishment is flexible and reversible and can be used in conjunction 
with dune creation or rehabilitation to enhance overall protection.

The restoration of natural or artificial dunes can reduce both coastal erosion and flooding. 
Dune construction, involving the shaping of sediment from dredged sources into dunes, 
can be carried out concurrently with beach nourishment. In dune rehabilitation, fences 
are built or vegetation is planted on the seaward side of existing dunes to stabilize bare 
sand surfaces. For beaches threatened by erosion, restoring dunes can supply sediment 
to offset the loss of sand. In addition to supplying sediment to satisfy natural erosional 
forces and limit flooding, dunes can provide habitats for plants and animals. However, the 
large footprint required for a functioning dune system competes with the development of 
valuable coastal property.

Effectiveness. Intermediate. Much like wetlands and reefs, beaches provide strong 
protection against storm surges from typhoons and other coastal storms by absorbing 
the energy in tidal surges (UNISDR and UNDP 2012). Beach nourishment also does not 
fix an adaptation into place and can allow flexibility in coping with climate changes over 
time. However, as sea levels rise and the area available for nourishment diminishes, beach 
nourishment will become increasingly less effective at providing adequate storm protection.

Box 3.4   Coastal restoration: Some examples

From 1997 to 2004, over 520 hectares of mangroves were restored along the east coast of India in Andra Pradesh. The 
project cost $3.01 million. The mangroves are now naturally generating and providing food security for the local population 
(Nellemann and Corcoran 2010). 

Wetlands International partnered with the World Wide Fund for Nature (WWF) , the International Union for Conservation 
of Nature, and Both ENDS of the Netherlands to develop Green Coast, a replicable program for the community-based 
restoration of coastal ecosystems (e.g., mangroves, beech forests, coral reefs, sand dunes) in areas of India, Indonesia, 
Malaysia, Sri Lanka, and Thailand that sustained damage in the 2004 tsunami. Within 3 years, Green Coast planted 
more than 3 million seedlings, reestablishing over 1,100 hectares of coastal forest and mangroves, and helping to protect 
communities against storm surges, rising sea levels, and coastal inundation. Also, 2.5 kilometers of sand dunes and 100 
hectares of damaged coral reef and seagrass beds were restored and protected, and other key natural habitats, such as 
beaches and lagoons, were rehabilitated. A total of 91,000 tsunami-affected people in these coastal areas have benefited 
from the rehabilitated coastal ecosystems; further evaluation of the project outcomes show that an additional 12,000 
people benefit from increased income from livelihood activities supported by Green Coast, such as fishing, small-scale 
aquaculture, eco-enterprises, home gardening, and livestock. Green Coast now provides a tested model that is being 
promoted as an option for mangrove restoration along other highly vulnerable tropical coastlines, e.g., West Africa’s 
coastline (UNFCCC, n.d.[a]; Wetlands International 2012b).
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Relative cost. More desirable, compared with hard structures. The cost of nourishment 
using a local dredge site is estimated to be $3–$15 per cubic meter, with the main determinant 
of the cost being the distance the material must be transported (Zhu, Linham, and Nicholls 
2010). Beach nourishment will often require ongoing monitoring and maintenance, but 
at significantly lower overall costs than those for hard measures. The economic costs 
and benefits for any given action will depend in part on local circumstances. However, 
in general, actions such as coastal zoning, mangrove revival, reef revival, and vegetation 
management have higher benefit–cost ratios than seawalls, breakwaters, mobile barriers, 
and beach nourishment (CCRIF 2010). The costs of dune creation are similar to those of 
beach nourishment, while the restoration of existing dunes can cost considerably less if 
new sediment is not needed (Nellemann and Corcoran 2010).

Co-benefits. More desirable. Similar to constructed wetlands and artificial reefs, beach 
nourishment has many co-benefits, such as the maintenance of beaches for tourism, the 
protection of wildlife habitat, the maintenance of water quality, groundwater recharge, 
the protection of highly productive areas for coastal fisheries, pollution abatement, and 
nutrient retention and cycling. Protected and restored ecosystems can provide these 
services at a lower cost than human-built infrastructure (USAID 2009). The promotion of 
these co-benefits is one reason USAID has recommended adaptation options that favor 
ecosystem and living shoreline approaches over hard structures that stabilize the shoreline 
(USAID 2009).

Co-costs. Intermediate. The process of dredging sediment and applying it to a beach can 
have negative environmental effects, including increased turbidity and the disruption of 
habitat. Existing animals and nests can be buried under new sand brought to an area and 
turbidity in the riparian waters can increase, possibly harming the marine ecosystem. In 
some cases, beach nourishment may compete with wetland construction for land, although 
they often occur in different areas (Zhu, Linham, and Nicholls 2010).

Barriers. Intermediate. Beach nourishment requires large equipment (e.g., dredgers, 
pipelines) that might not be readily available in all countries, especially developing 
countries. Moreover, it is not always possible to obtain sand with the same characteristics 
as the sand on the beach undergoing nourishment. Extensive engineering and ecological 
studies also greatly benefit the efficacy of beach nourishment and reduce co-costs.

Feasibility of implementation. Intermediate. Because of the equipment and technological 
knowledge needed, beach nourishment technology will be more feasible in some areas 
than in others.

Scale of implementation. Local. Beach nourishment can be done at a municipal scale. 
However, the scope of any project will be limited by the amount of sediment available 
for nourishment. Additionally, the local geography will determine which types of beach 
nourishment approaches can be used (Zhu, Linham, and Nicholls 2010).

Applicable locations and conditions. Beach nourishment technology is applicable to 
coastal areas with naturally occurring beaches that have eroded or disappeared because of 
natural or man-made causes. It is also most effective in areas with an adequate sediment 
refill supply for restoration. As demand for beach nourishment increases, refill supplies 
may become harder to obtain (Zhu, Linham, and Nicholls 2010).

Potential financing and marketing. As with structural barriers, public support is likely to 
be required to finance the capital costs and the ongoing maintenance of beach nourishment 
programs.
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Further reading. Dahdouh-Guebas et al. 2005; USAID 2009; CCRIF 2010; Nellemann 
and Corcoran 2010; Zhu, Linham, and Nicholls 2010; Kuang et al. 2011; UNISDR and 
UNDP 2012.

Accommodation 
Accommodation to climate impact involves designing structures to withstand inundation 
or flooding. Other chapters in this report discuss many technologies that are considered 
accommodation, such as coastal warning systems (Chapter 7) and floating agriculture 
(Chapter  2). This section deals primarily with “flood-proofing” techniques that allow 
communities to protect smaller areas or specific structures through new or retrofitted 
structural design to accommodate changing climate conditions. Additionally, communities 
can set aside areas to capture or store floodwaters to protect adjacent or inland  
developed land.

Technology: Elevation, land reclamation, flood resilience,  
and flood proofing
Description. Accommodation measures to climate change impact can involve the 
following:

Elevating buildings, critical infrastructure, or utilities by building them on 
higher foundations or pilings, or moving them onto such foundations or pilings, 
to raise the structures above predicted flood levels. Alternatively, instead of an 
entire building, critical pieces of equipment within that building can be moved to a 
higher floor within the building. Additionally, sand, soil, gravel, or other materials can 
be added to the land surface to elevate the land. Small areas may be elevated to serve 
as protective islands where people, livestock, and other valuable property can relocate 
during flood events. 

Raising or reclaiming islands. Shallow lagoons can be filled with sand or even 
manmade materials such as trash to create new land. These reclaimed islands can be 
raised higher than existing islands to accommodate rising sea levels.

Designing structures to move with the water level. Flood-resilient structures 
(e.g., floating homes anchored to the shoreline) and flexible roads and water pipes may 
suffer less damage from inundation because they can rise and move as water levels 
change. These approaches can better accommodate uncertain future flood levels.

Designing buildings to withstand flooding, either through wet or dry flood-
proofing measures. Wet flood-proofing design implies the ability to withstand 
exposure to water on the ground and (possibly) first floors of a building. Openings 

Box 3.5 Beach nourishment: An example

Several beach nourishment projects have been carried out in the People’s Republic of China since its first project in 1990 
in Repulse Bay in Hong Kong, China. That project involved 20 � 103 square meters of sediment spread over 500 meters 
of coastline. More recently, in 2008 and 2009, several beach nourishment projects were carried out in Qinhuangdao. The 
project to restore the West Beach of Qinhuangdao involved 139 � 103 square meters of sediment over a 680-meter stretch 
of coast (Kuang et al. 2011).
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allow water to flow in, creating a water-pressure equilibrium between the interior and 
the exterior. The equilibrium releases the pressure on the building walls and decreases 
the chances of structural failure during a flood. Additionally, water can drain without 
the use of pumps. Because of their dependence on water pressure, wet flood-proofing 
designs will not work in structures with floors below the base flood elevation, such as 
basements. Buildings with dry flood-proofing design, on the other hand, have ground 
floors that are watertight as a result of the installation of appropriate materials (e.g., 
aquarium glass, sealants) and movable barriers across doors and windows (Birkmann 
et al. 2010; Zhu, Linham, and Nicholls 2010; Schwab 2013).

Promoting floating agriculture (see Chapter 2).

Reducing disaster risk (see Chapter 7).

Effectiveness. More desirable. Accommodation measures can be effective in reducing the 
exposure of structures to flooding. They can also improve building stability during a flood 
and increase its chances of survival. Moving critical infrastructure to higher floors makes it 
more likely that the structure will continue to work through a disaster. This construction 
feature is especially critical for power and communications. In general, accommodation 
will minimize flood damage to buildings and infrastructure, although some flood-proofing 
measures will not withstand the most intense coastal surges. 

Relative cost. Intermediate (depending on the specific measure undertaken and the size 
of the project). Cost estimates for developing countries are not yet available, so costs given 
here are from accommodation measures implemented in developed countries. The cost 
of elevating a structure in the US ranges from $29 to $96 per square foot (FEMA 2009), 
but the cost of moving critical infrastructure within a building to a higher elevation can be 
minimal, depending on the type of infrastructure. Wet flood-proofing measures cost about 
$2.20–$17.00 per square foot, and dry flood-proofing measures cost anywhere between 
$18.70 per linear meter for a waterproof membrane and $1,710 for a sump and sump pump 
(FEMA 2009). Costs in developing countries may be lower.

When deployed incrementally in new construction, accommodation approaches tend to 
have a lower initial cost than larger-scale barriers and armoring. incremental accommodation 
(e.g., elevating critical equipment), when possible, is a more cost-effective measure than 
full accommodation (e.g., elevating an entire building).

Co-benefits. Intermediate. Accommodation measures can create co-benefits by avoiding 
the negative ecosystem effects of structural barriers. Accommodation can also be 
incorporated into a long-term policy of retreat from vulnerable property, to avoid being 
locked into development that will only become more difficult and expensive to protect.

Co-costs. Intermediate. Some types of accommodation, such as construction on reclaimed 
land, have ecological implications. Additionally, flood damage, but of a relatively minimal 
nature, will still have to be considered in flood proofing. 

Barriers. Intermediate. Accommodation measures are most effective when combined with 
flood risk maps, which might not be available for all coastal areas, especially in developing 
countries. Occupants of flood-proofed buildings should still be evacuated in the event of 
a flooding event, and flood-proofed buildings may still experience damage, reinforcing the 
need for disaster risk reduction efforts (see Chapter 7). Wet flood-proofed buildings will 
still experience water inundation, requiring cleanup efforts after a flooding event; however, 
if the proper materials have been used, the cleanup will be easier (Zhu, Linham, and 
Nicholls 2010).
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Feasibility of implementation. More desirable to intermediate. Accommodation is 
likely to require new or revised regulations (e.g., building codes). Significant political will 
and effective institutions may also be needed to adopt policies that allow for periodic 
flooding rather than avoiding flooding with structural barriers. However, retrofitting existing 
structures has the advantage of not requiring additional land, moving buildings, or new 
infrastructure. Although some flood-proofing measures require more technology than 
others, they are all relatively feasible compared with a larger barrier project (Zhu, Linham, 
and Nicholls 2010).

Scale of implementation. Household or local level. Accommodation is well suited to the 
household and community levels. Some flood-proofing measures, such as elevating critical 
infrastructure and valuable items or adding a membrane to their lower levels, can be done 
by individuals, but community-wide programs are likely to be more cost effective and offer 
uniform protection.

Applicable locations and conditions. These measures are most effective in areas that 
have already undergone flood-risk mapping, so efforts can be directed at those most at risk.

Potential financing and marketing. Accommodation measures often require less capital 
investment and so can be implemented with less extensive financing arrangements than 
structural barriers. Additionally, insurance programs can provide incentives by lowering 
rates when adaptations have been put in place. 

Further reading. Hamilton 2008; FEMA 2009; Birkmann et al. 2010; District Administration 
of Bahraich 2010; Zhu, Linham, and Nicholls 2010; Schwab 2013.

Box 3.6  Accommodation technology: Some examples

The District Administration in Bahraich, a municipality in Uttar Pradesh, India, determined that it was necessary to reinforce 
and elevate hand pumps in severely flooded areas to ensure access to safe drinking water during flood events (District 
Administration of Bahraich 2010).

The Maldives is constructing a reclaimed island, Hulhumale, off the coast of Malé. The island is being constructed at a 
higher elevation than the surrounding islands. Hulhumale has become an attractive spot for locals to live, and the demand 
is helping to pay for the project (BBC News 2005; Fujima et al. 2006; Hamilton 2008).

Coastal Resources Sector Synthesis
The coastal resources–focused summary table (Table 3.2) presents the relationships 
among four1 categories of projected climate impact, eight related technology needs, and 
five adaptation technologies for the coastal resources sector. See Box 3.1 (“Technology 
Evaluation Scoring Method”) at the start of Section 3.2 for further details about the scoring 
criteria. 

1 The impact and technology needs listed in Table 3.2 relate to those listed in Table 3.1, but do not match those 
needs precisely because they have been consolidated on the basis of similarities and common characteristics.
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The “Financing” column in the table reflects the information on funding channels available 
in the literature reviewed for this report. To the extent possible, the funding channels for 
each technology are characterized in two ways:

Are funding channels primarily public or private, or a combination of both? Public” 
funding channels refer to governments, intergovernmental and international 
organizations, and nonprofits, and “private” funding channels, to private companies 
and foundations. 

Are funding channels established or emerging? Established funding is defined where 
there are various examples of funding for that type of technology. The designation 
“emerging” funding is given in cases where there are limited examples of the technology 
in practice. 

An “uncertain” designation in either category is intended only to convey that not enough 
information on this topic was identified in the literature review, which was done within the 
resource constraints of this research project. In general, designations do not reflect an in-
depth analysis of markets and financing options, and should be viewed as preliminary. 

Many technology needs in the coastal resources sector are addressed through technologies 
evaluated under other sectors. These needs include contending with reduced water 
availability and managing disaster risks, especially from increased flooding due to extreme 
events, rising sea levels, and storm surges. There are no coastal resources technology needs 
that are not addressed through one or more evaluated technologies, either in this sector or 
in others. 
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Table 3.2 Coastal resources sector summary

COASTAL RESOURCES

TECHNOLOGIES ASSESSEDTECHNOLOGY NEEDS

Hard protection

Accommodation of coastal flooding

Drainage and stormwater management

Monitoring and early warning systems

Improved evacuation techniques 

Increased diversification of fresh water 
sources

Desalination

Beach nourishment

See Water Resources

Inundation from sea level rise Damage from extreme events 
and storm surge Saltwater intrusion

SUMMARY OF COASTAL TECHNOLOGIES

 
3.2.1 Protection

Structural barriers  

Geosynthetics  

Constructed wetlands 
and artificial reefs

 

Beach nourishment 
and dune construction  

3.2.2 Accommodation

 

  

More desirable Intermediate Less desirable

unknown

Elevation, reclaimed 
land, flood-resiliency, 
and flood-proofing

Local to regional

Site-specific

Local to regional

Local

Household or 
local

See Disaster Risk Management

See Disaster Risk Management

See Water Resources

See Water Resources

a  For coastal resources, the cost scorings of constructed wetlands and artificial reefs, beach nourishment and dune construction, and accommodation are 
compared by standardizing estimated prices to a square-foot scale according to the following scale: More desirable = less than US$10 per square foot, 
Intermediate = US$10–100 per square foot, Less desirable = more than US$100 per square foot. For structural barriers, estimates are subjective based on prices 
quoted in the respective “Relative cost” section in the text. 

b See Section 3.3 for further details.

Coastal flooding

Public and 
private

Established

Private
Emerging

Mostly public, 
some private

Emerging
Mostly public, 
some private
Established

Public and 
private

Emerging

TECHNOLOGY EFFECTIVENESS CO-BENEFITS CO-COSTS BARRIERS
FEASIBILITY OF 

IMPLEMENTATION
RELATIVE 

COSTa
SCALE OF 

IMPLEMENTATION FINANCINGb

CLIMATE CHANGE IMPACT
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CHAPTER 4

Human Health

This chapter compiles information from published literature and expert knowledge on 
projected climate impact within the human health sector and the related technology needs, 
and gives selected examples of adaptation technologies. 

Section 4.1 presents the anticipated impact of climate change on human health throughout 
the ADB regions, and connects it to technology needs that would help make the countries 
less vulnerable to that impact. 

Section 4.2 identifies examples of technologies that meet those needs and evaluates their 
applicability to the context of Asian developing countries according to specific criteria. 

The six technologies evaluated are:

long-lasting insecticidal bed nets (LLINs),

rapid diagnostic tests (RDTs),

disease surveillance systems,

e-Health,



Human Health

55

flood-proof sanitary latrines, and

flood-proof drinking water wells.

Section 4.3 synthesizes the adaptation needs and technology assessments to provide an 
inclusive overview of the health sector’s challenges and selected potential solutions. It also 
highlights interesting findings.

For detailed information on the methods used to develop this section, see Chapter 1. 

Climate Change Impact on the Human Health 
Sector
In many parts of the world, trends in land use, population growth and density, and 
resource depletion already hold sobering implications for human health. Interaction with 
climate change impact could magnify these effects (Haines et al. 2006). Unfortunately, 
climate change is likely to introduce additional burdens to already vulnerable populations  
(e.g., children, the elderly, the poor) and worsen global health disparities (Bush et al. 2011; 
Sheffield and Landrigan 2011). These populations may already be experiencing climate-
related health impact, but this is difficult to determine because of the indirect nature 
of much of that impact and the challenge of separating a climate change signal from  
other changes. 

The potential adverse impact of climate change on health covers a wide array and includes 
more direct effects. Among these are deaths and injuries resulting from extreme events (e.g., 
floods, prolonged heat waves), changes in the geographic range and seasonality of climate-
related health risks (e.g., decreased water security and safety and declining air quality), and 
the increased incidence of waterborne and vector-borne diseases (e.g., malaria, dengue, 
yellow fever, cholera, and chikungunya) (Confalonieri et al. 2007; Bush et al. 2011). Reduced 
productivity in labor-intensive subsistence agriculture and other outside labor activities, 
and reduced crop yields, which may result in malnutrition, are also likely (Morton 2007; 
NIEHS 2007; USAID 2010; Lloyd, Kovats, and Chalabi 2011; McMichael, Montgomery, and 
Costello 2012). 

In addition, the displacement of hundreds of millions of people living on land less than 10 
meters above sea level is projected to increase the stress on inland resources and to affect 
human health (Byravan and Rajan 2008; McMichael, Montgomery, and Costello 2012). 
Local air quality problems and food contamination may worsen because of climate change 
(USAID 2010), and diseases like diarrhea, cholera, and other waterborne diseases, as well 
as malnutrition, may also occur more often (CSR Asia 2011).

In the following sections the potential impact of climate change on human health is 
reviewed by ADB region.

East Asia
Climate change is projected to have varied impact on public health in East Asia, the most 
populous ADB region. Extreme weather events, and changes in water and air quality and 
in the ecology of infectious diseases, could increase mortality in the People’s Republic 
of China  (PRC) (Kan 2011). Heat waves and other extreme events have already been 
associated with higher mortality in its cities. Hotter temperatures and poor air quality in 
cities can heighten the risk of cardiopulmonary mortality associated with particulate matter 
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and ozone. The PRC may also have more cases of schistosomiasis, Japanese encephalitis, 
dengue fever, and malaria. In Mongolia and throughout East Asia, changes in water supply 
brought about by climate change, such as more frequent and extensive droughts and 
decreases in water quality, could have public health consequences (Batimaa et al. 2011).

Southeast Asia
Southeast Asia may experience a greater incidence of waterborne and vector-borne 
diseases, as well as other impact of climate change on public health, including heat-
related stress. Water shortages could worsen in the Philippines and make the country more 
dependent on groundwater, much of which (58% of sampled groundwater) is contaminated 
with potentially disease-causing bacteria (REECS 2010). In Cambodia, cases of malaria 
and other vector-borne diseases could grow in number (Cambodia MOE 2006). Malaria 
fatality rates in the country are already the highest in Asia, and only 55% of the population 
has access to public health facilities. Water-related health impact linked to water shortages 
and contaminated water could also increase. Only 30% of the rural population of Cambodia 
has access to safe drinking water.

Viet Nam may endure higher temperatures and urban heat islands, together with their 
negative effects on health (ADB 2010a). Lao PDR is likely to have sanitation problems 
related to flooding and vector-borne and infectious diseases, including smallpox, malaria, 
diarrhea, dysentery, dengue fever, and pneumonia (Lao PDR MAF 2009). Climate change 
may have a similar impact on other Southeast Asian countries of comparable geography 
and development.

South Asia
Rising temperatures in densely populated South Asia would make heat stroke more likely, 
reduce productivity, and increase the incidence of malaria, dysentery, and other diseases 
(Sterrett 2011). Vector-borne diseases, including malaria, dengue fever, chikungunya, 
Japanese encephalitis, kala-azar, and filariasis, could become more common in India 
(ACCCRN 2009; Bush et al. 2011). The elderly, children, urban populations, and the 
poor are particularly vulnerable to such diseases, and also to heat stress and local air 
pollution. Bush et al. (2011) estimate a 4% increase in mortality for each 1°C increase in 
temperature above 29°C. A greater prevalence of waterborne diseases is likewise foreseen 
for India, where 73% of the population lacks access to safe drinking water. In Bangladesh,  
drinking-water supplies degraded by saltwater intrusion may increase the likelihood of 
involuntary fetus abortion due to hypertension, and projected higher temperatures and 
summer precipitation may encourage the spread of waterborne and vector-borne diseases 
(Bangladesh MOEF 2005). These diseases could proliferate in Bhutan as well, because of 
mounting shortages of water, flooding, landslides, and lowered water quality (Bhutan NEC 
2006).

Human health impact from poorer nutrition is foreseen for the Maldives as coral reef 
degradation and changes in species distribution reduce the productivity of fisheries, a 
significant source of dietary protein for the population (Maldives MOEEW 2008). The 
country could see the spread of waterborne and vector-borne diseases, including shigella 
and dengue fever, as a result of precipitation changes, and so could Sri Lanka (malaria, 
dengue fever, and Japanese encephalitis; UNFCCC 2000) and Nepal (malaria, kala-azar, 
and Japanese encephalitis; Nepal MOSTE 2010).
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Central and West Asia
Central and West Asia may experience public health problems as temperatures rise and 
precipitation decreases. Tajikistan could face a greater prevalence of diseases transmitted 
through contaminated food or water, or by disease-carrying organisms (Tajikistan MONC 
2003), and Armenia may have to cope with an increase in infections and parasitic diseases 
(UNDP and GEF 2003). Heat stress and drought, which could decrease food production, 
are likely for the region in general.

Pacific
Exposure to extreme heat in the small island states in the Pacific could lead to more cases 
of heat stroke and, in addition to temperature and precipitation changes, could increase 
the incidence and geographic range of climate-sensitive infectious diseases (SPREP 2012). 
More frequent extreme weather events, such as tropical cyclones, also present a risk to 
human health in the region. Kiribati could experience a rise in disease from conditions 
conducive to the growth of mosquito populations and worsened water contamination 
(Kiribati MELAD 2007). Waterborne and vector-borne diseases, including typhoid, 
diarrhea, and malaria, could increase in Samoa (Samoa MNREM 2005), and lower crop 
yields could engender food insecurity. Cases of waterborne and vector-borne diseases 
and of nutritional deficiency are also expected to grow in number in the Solomon Islands 
(Solomon Islands MECM 2008).

In Vanuatu, erratic rainfall could result in groundwater degradation, heightened food 
insecurity, and increases in waterborne and vector-borne diseases, including dysentery, 
diarrhea, skin infections, gastroenteritis, fish poisoning, and ciguatera (Vanuatu NACCC 
2007). Timor-Leste may face a higher incidence of diseases like pneumonia, asthma, 
respiratory infections, malnutrition, eye and skin cancers, heat stroke, dehydration, dengue 
fever, and malaria (Timor-Leste MED 2010). Additionally, hotter seawater temperatures 
may give rise to toxic algal blooms in greater numbers, with the associated effects on 
human health. In Tuvalu, water shortages leading to skin diseases are likely to occur (Tuvalu 
MNREAL 2007), and may increase reliance on groundwater sources that are already 
contaminated with saltwater. 

Technology needs in the human health sector
Technologies that reduce vulnerability to extreme weather events, waterborne and vector-
borne diseases, and food insecurity can lessen the impact of climate change on public health 
in Asia and the Pacific. More accurate forecasting and longer warning times will allow public 
health authorities to prepare for cyclones, floods, heat waves, and other extreme events, 
and to provide facilities for vulnerable populations. Improved construction techniques can 
reduce flooding and storm damage associated with extreme events, and blunt their impact 
on public health. New electronic health technologies can also improve the detection, 
surveillance, and reporting of disease outbreaks, thus facilitating prevention and treatment. 

Vulnerability to waterborne diseases can be reduced through better water treatment and 
wastewater management. Vector-borne diseases, on the other hand, can be prevented 
or made less severe through improved diagnosis, acute and prophylactic treatment, and 
measures to prevent transmission from vector to host and to reduce the population of 
disease-carrying organisms. Adaptation technologies that address food insecurity can 
decrease the likelihood of famine or malnutrition.
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It is important to note that nonclimatic factors (e.g., diseases spread through increased 
urbanization and wider international travel) already drive adverse outcomes that create 
technology needs in the health sector. Climate change is likely to worsen these prevalent 
effects. 

Human health impact matrix
Table 4.1 summarizes the climate change impact and technology needs in the human health 
sector in Asia and the Pacific. This list of technology needs is not intended to be exhaustive. 
Specific technologies to address these needs are analyzed in the “Adaptation Technologies 
for the Human Health Sector” section below.

Table 4.1  Human health technologies for climate change mitigation and adaptation

Projected impact of  
climate change Technology needs

Increased waterborne diseases �� Improved water treatment and distribution*
�� Improved surveillance of disease outbreaks*
�� Improved health-care access, diagnosis, and treatment*

Changes in the geographic range, 
seasonality, and incidence of 
vector-borne diseases

�� Improved surveillance of pest and disease outbreaks*
�� Integrated pest management*
�� Improved health-care access, diagnosis, and treatment*

Increased malnutrition �� Improved early warning systems for food emergencies
�� Improved emergency food distribution systems
�� Improved disaster management*

Reduced labor market 
productivity due to disease or 
disability

�� Improved health-care access, diagnosis, and treatment*
�� Improved heat management techniques (e.g., cooling centers, building cooling)

Increased heat stress �� Improved prediction and early warning systems for extreme weather events*
�� Improved heat management techniques (e.g., cooling centers, building cooling)
�� Improved technologies to reduce heat island effect (e.g., green or white roofs)

Increased respiratory illness due 
to heat and local air pollution

�� Improved technologies to reduce heat island effect (e.g., green or white roofs)
�� Reduced local air pollution
�� Improved prediction and early warning systems for weather and air pollution 

events

Increased injuries from extreme 
weather events

�� Improved prediction and early warning systems for extreme weather events*
�� Improved disaster management*

*  Indicates crosscutting technologies that can be used in several sectors and have at least one or more characteristics in common with another  
technology need.
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Table 4.1 continued

Adaptation Technologies for the  
Human Health Sector
The adaptation technologies discussed in this section address the effects of climate change 
on human health through efforts to (i) lessen the impact of changes in vector-borne 
diseases, (ii) incorporate advanced information technology (IT) into the health sector, and 
(iii) protect drinking water supplies from contamination. The list of technologies presented 
here is not exhaustive, and is meant to show various ways in which technologies can reduce 
climate-related vulnerabilities. The order in which the evaluated technologies are discussed 
in this section is not intended to convey preference, ranking, or recommendation. For a 
quick, side-by-side comparison of all evaluated technologies, the “Human Health Sector 
Synthesis” section at the end of the chapter presents a summary table.

Note that other chapters go into other technological considerations for adaptation in 
the human health sector: Chapter 2 addresses efforts to prevent malnutrition, Chapter 6 
discusses both water security and proper drainage, and Chapter 7 deals with the prevention 
of death and injury associated with disaster (in the “Technology: Monitoring Systems” and 
“Technology: Early-Warning Systems subsections).

Box 4.1  Technology evaluation scoring method

The technologies are scored against nine criteria: effectiveness, relative cost, co-benefits, co-costs, barriers, feasibility of 
implementation, scale of implementation, applicable locations and conditions, and potential financing and markets. The 
scoring is based on research but also reflects subjective judgment. Scores range from “more desirable” to “intermediate” 
and “less desirable.” Because of their summative nature, the scores do not capture the full complexity of each category 
and should therefore be considered alongside the full description in the text. See Chapter 1 for more information on the 
scoring methods.

For human health, the cost scoring for all technologies is done per unit, according to the following scale:

More desirable = less than $10 per unit

Intermediate = $10–$500 per unit

Less desirable = more than $500 per unit.
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Lessen the impact of changes in vector-borne diseases
Increased average temperature, changing seasonality, and extreme heat events are likely 
to affect pest prevalence and related disease outbreaks as new conditions allow vector 
populations to increase in size or migrate to previously unfavorable areas. Technologies 
exist to control vector populations or reduce human exposure to vectors. In addition to 
specific technologies (such as the treated mosquito nets and RDTs discussed below), 
the implementation of an integrated vector management (IVM) approach has shown 
significant promise in Asia and is a strategy actively promoted by the World Health 
Organization (WHO). IVM provides a management framework for developing an optimal 
suite of intervention options with which disease vectors can be controlled with greater 
efficacy, cost-effectiveness, ecological soundness, and sustainability (WHO 2013b).

Technology: Long-lasting insecticidal bed nets
Description. Reinforcing and expanding bed net distribution programs into new areas 
and beyond traditionally targeted at-risk groups (e.g., pregnant women, young children) 
can serve as a health intervention in the light of climate change impact (Sterrett 2011). 
These programs rely on effective bed net options. This section refers specifically to what 
are known as “long-lasting insecticidal bed nets” or “LLINs.” Polyester, polyethylene, or 
polypropylene LLINs are treated with pyrethroid insecticides at the time of manufacture. 
Users are protected not only by the physical barrier, but also by the insecticidal action of 
the net.

It may also make sense to employ similarly treated hammocks, which have been 
demonstrated to provide value as a cost-effective intervention in more remote areas where 
bed nets and indoor residual spraying are insufficient or inappropriate for malaria control 
(Morel et al. 2013).

Effectiveness. More desirable. Because of the low cost, ease of use, and simplicity of 
distribution of LLINs, about 250  million of these have been distributed worldwide in 
recent years. These nets have replaced conventional bed nets as the current standard 
in recent and current prevention campaigns because the insecticide does not rapidly 
break down, minimizing the need to repeat the treatment of nets frequently, and retains 
protective effects for the entire 3–5 year lifetime of the net (Kilian, Wijayanandana, and 
Ssekitoleeko 2010; Russell et al. 2010; Lover et al. 2011). Researchers have demonstrated 
the effectiveness of insecticide-treated bed nets in reducing episodes of malaria and 
related deaths in numerous settings (Kilian, Wijayanandana, and Ssekitoleeko 2010; Lover 
et al. 2011). Lover et al. (2011, 2) note: “Correct and consistent use of nets can decrease 
transmission in a community setting by 90%, and can lower all-cause under-5 mortality 
by 44%.” A trial and epidemiological study of treated hammocks in Viet Nam reported a 
twofold larger effect on malaria incidence. Over 2 years, 286 malaria cases were averted 
in the study area (compared with a control group where routine malaria control measures 
were applied) (Morel et al. 2013).

The effectiveness of this intervention stems from its dual purpose. While the net directly 
protects its occupant from bites, the insecticide also kills mosquitoes that land on the net’s 
surface, contributing to a decrease in a community’s vector population and preventing 
further transmission. “This mass action effect is the single factor that makes treated-bed 
nets significantly more effective than untreated models,” Lover et al. (2011, 2) point out. 
Russell et al. (2010) report that in Tanzania, the use of LLINs reduced the density of the 
primary human feeding vector by 79%.
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Also, effectiveness can depend on the behavior of specific vectors in a given region. While 
LLINs are uniquely effective in regard to night-biting mosquito breeds, they provide 
inconsistent protection in Western Myanmar, where the main vector bites in the early 
evening before people are protected beneath nets (Smithius et al. 2013). Therefore, bed net 
campaigns need to be employed in conjunction with other methods, such as early diagnosis 
and effective treatment. Distribution methods are also an important consideration, as 
different methods affect the level of use (Kilian, Wijayanandana, and Ssekitoleeko 2010).

Relative cost. More desirable. Several studies have adjudged LLINs a cost-effective 
option for community-level interventions and large-scale applications (Russell et al. 2010; 
Lover et al. 2011). Two cost elements influence the use of LLINs as a health intervention: 
the item cost of the net, and the cost of distributing nets to targeted populations. LLIN 
costs have been found to range from a few US dollars in Thailand to $59 in India (Morel 
et al. 2013). Smithius et al. (2013) reported implementation costs of $35 for treated bed 
nets in Myanmar. An analysis of the costs of malaria interventions in Asia, Sub-Saharan 
Africa, and South America, showed the median financial cost of protecting one person 
for 1 year with treated bed nets to be $2.20 (range was $0.88–$9.54) (White et al. 2011). 
Kilian, Wijayanandana, and Ssekitoleeko (2010) noted a median distribution cost per net 
of $4.08–$10.50, depending on the type of distribution channel employed (e.g.,  limited 
time or continuous, community campaign, or retail scheme). For the hammock variation, 
Morel et al. (2013) reported a cost per hammock (including insecticidal netting, sewing, 
transport, and distribution) of $11.76, with annual programmatic costs for the Vietnamese 
government amounting to $3.40 per person covered. Hammock variation is relatively more 
expensive than LLINs, according to the same authors, but may represent value for money 
in areas where other measures have proven to be inadequate or inappropriate.

The costs of LLINs compared with the costs averted when disease incidence is lowered 
should also be considered. White et al. (2011) estimated the following median treatment 
costs for malaria: $4.32 (range $0.34–$9.34) for diagnosis, $5.84 (range $2.36–$23.65) 
for an uncomplicated episode, and $30.26 (range $15.64–$137.87) for a severe episode. 
Morel et al. (2013) estimated a total net societal cost per malaria episode averted in south-
central Viet Nam of $126, and after accounting for the production and distribution costs 
of insecticidal hammocks, estimated direct and indirect savings of $14.60 for the health 
system and $14.37 for households.

Co-benefits. Intermediate. LLINs provide protection to individual users, but because they 
are also able to reduce the density, feeding frequency, and survival of mosquitoes, their 
widespread use can also contribute to the protection of the vulnerable that do not have 
bed nets (Govella, Okumu, and Killeen 2010; Russell et al. 2010). According to Lover et 
al. (2011, 2), “Net usage also has significant impacts on pregnancy outcomes for both the 
mother and the neonate by greatly reducing maternal anaemia and placental insufficiency, 
leading to lower risk of complications and fewer premature or underweight births.”

Co-costs. More desirable. No co-costs have been identified.

Barriers. Intermediate. Nets alone cannot fully protect individuals who are at risk 
of contracting malaria during the day while logging, firewood gathering in forests, or 
otherwise being in mosquito-infested areas. Additionally, there are barriers to the effective 
procurement and distribution of LLINs, including difficulty in gaining access to remote, 
high-risk malaria regions; weak communication skills of service providers; lack of awareness 
of the difference between treated and untreated nets; and the inability of the poor to 
purchase nets when they are not available for free. Other barriers involve nonuse by the 
target populations because it is too hot under the nets (according to users), difficulties 
hanging nets in traditional houses, difficulties created by the nets for children in getting 
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in and out of bed unassisted, and insufficient space under the nets for all household 
members. It is not uncommon to observe nets being misused (as blankets on colder nights, 
or for fishing or crop protection), washed too frequently such that net effectiveness is 
degraded, or ineffectively set up (e.g., not reaching the floor), or to find nets that were freely 
distributed to target populations (e.g., pregnant women) being resold in markets. Data from 
studies in Southeast Asia suggest that actual use is often significantly different from the use 
reported during surveys (Cambodia MOE 2006; Lover et al. 2011).

Feasibility of implementation. More desirable. Lover et al. (2011, 2) report that “even in 
countries with very high levels of household ownership, nighttime net usage is often low” 
because of a perception that nets should be used only by pregnant women or young children 
or because there are not enough nets to accommodate all household members. However, 
LLINs are generally well regarded by their users (Smithius et al. 2013), and distribution 
programs benefit from economies of scale, enjoying lower unit costs with larger numbers of 
beneficiaries (White et al. 2011). 

Scale of implementation. Local, regional, or national. Kilian, Wijayanandana, and 
Ssekitoleeko (2010) note that renewed interest in LLINs for eliminating malaria has shifted 
attention away from vulnerable target group distributions to universal access, with many 
countries now reaching high coverage levels and discovering the need to consider options 
for sustained control. Effectiveness in protecting communities rather than individual 
households can depend on the prevalence of bed net use at the community or regional 
level (Kilian, Wijayanandana, and Ssekitoleeko 2010).

Applicable locations and conditions. In largely forested areas, where vectors exhibit 
characteristics such as outdoor biting or daytime or early-evening biting, bed nets alone 
can prove ineffective in preventing malaria cases (Morel et al. 2013). The effectiveness 
of LLINs in reducing malaria-related morbidity and mortality can be limited by several 
factors, including “the level of malaria endemicity and the behaviour and immunity of 
the population, the climate, the acceptance and usage of the nets by the population and, 
crucially, the biting behaviour of the main anopheline vectors” (Smithius et al. 2013, 2). 

Potential financing and markets. According to Smithius et al. (2013, 2): “Largely ignored 
by the outside world until 2007, since then there has been an over fifty-fold increase in 
external donor funding for malaria control in Myanmar, the majority of which has been 
spent on insecticide-treated mosquito nets.” Nets are freely distributed through antenatal 
clinics, and the National Malaria Control Programme has also partnered with several 
nongovernment organizations (NGOs) to deliver nets in other campaigns that specifically 
target pregnant women and children under 5. In Timor-Leste (Box 4.2), hundreds of 
thousands of nets have been freely distributed. From 2007 to 2009, 175,000 nets were 
distributed to just over 30% of the high-risk populations in the country (Lover et al. 2011).

A financing model used in Tanzania for bed net distribution could be applied in Asia, 
according to Russell et al. (2010). It involves a cost-sharing scheme that supports a 
commercial LLIN distribution system combined with targeted subsidies for the most 
vulnerable community members. This method has proven cost-effective and has achieved 
91.5% use of bed nets by all community members, rather than just target groups.

Further reading. Cambodia MOE 2006; Kilian, Wijayanandana, and Ssekitoleeko 2010; 
Russell et al. 2010; Lover et al. 2011; Sterrett 2011; White et al. 2011; Morel et al. 2013; 
Smithius et al. 2013.
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Technology: Rapid diagnostic tests 
Description. RDTs (sometimes known as “dipsticks”) are simple, point-of-care testing 
kits that allow, through various methods, quick diagnosis of illnesses such as malaria, 
tuberculosis, AIDS, syphilis, and visceral leishmaniasis. Many function by detecting antigens 
or antibodies in the blood samples of chronically infected or recently infected patients. 
Malaria RDTs now on the market use immunochromatographic lateral flow strip technology. 
The absorbent nitrocellulose strips change color in reaction to antigens or enzymes from 
one or more species of malarial parasites in human blood; the development of a colored line 
on the strip indicates a positive result. Compared with traditional laboratory microscopy for 
diagnosis, RDTs require less time (with results available in 5–20 minutes), less training, no 
equipment, and no consumables, but they have a relatively high unit cost and are designed 
for one-time use (Wongsrichanalai 2001; Moody 2002; Mabey et al. 2004; Mayxay et al. 
2004; Bell and Peeling 2006; Murray et al. 2008).

Since the introduction of malaria RDTs in the 1990s, interest in the technology has risen 
because of changes in the malaria treatment paradigm. The wide availability of inexpensive 
medicine made the presumptive treatment of malaria in all patients demonstrating similar 
symptoms (e.g., fever) in malaria-prone zones commonplace. However, increased disease 
burden, the rise of malaria drug resistance, and the introduction of much higher cost 
therapies have altered the landscape, dramatically increasing the complexity of treatment 
and emphasizing the importance of accurate diagnosis (Wongsrichanalai 2001; Mabey et 
al. 2004; Murray et al. 2008).

Effectiveness. More desirable to intermediate. Many types of RDTs are available on the 
market. Research indicates that their performance, though not ideal, is at least adequate for 
many circumstances, particularly in the absence of microscopy or its unreliable execution. 
RDTs are “useful in primary healthcare settings where there may be no electricity for 
equipment or refrigerators (for the storage of reagents), and where patients often travel 
long distances and may therefore be unable to return for test results” (Mabey et al. 2004, 
233). According to Bell and Peeling (2006), when in good condition, some products can 
achieve a level of sensitivity similar to that commonly achieved by skilled field microscopy; 
however, the sensitivity can vary between products. The same authors also point out that, 
like other biological tests, malaria RDTs are prone to deterioration through exposure to 
heat and humidity, and through manufacturing faults. “Most evaluation trials have included 
temperature and time stability for at least 1 year at 40°C,” Moody (2002, 76) observes. 

Murray et al. (2008, 98) state, “From their introduction, these products suffered from 
rapid introduction, withdrawal, and modification by their manufacturers, inconsistency in 
manufacturing standards, quality control problems, and variable product stability,” adding 
that it is extremely challenging to conduct a scientifically rigorous evaluation of RDTs with 
only one type of malaria RDT receiving approval from the US Food and Drug Administration. 

Box 4.2  Long-lasting insecticidal bed nets: An example

In 2011, the Ministry of Health of Timor-Leste finalized the country’s National Malaria Control Strategy for 2010–2020. A 
key component of this road map is providing universal national coverage with long-lasting insecticidal bed nets (Lover et 
al. 2011). 
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Research indicates that RDTs are beneficial in resource-constrained areas that do not have 
access to conventional laboratories. The easy-to-use kits provide a rapid and relatively 
accurate diagnosis that facilitates early treatment, avoiding morbidity and reducing the risk 
of drug resistance development. However, the usefulness of RDTs in treatment monitoring 
is very limited (Wongsrichanalai 2001).

Relative cost. More desirable. Although the testing kits are not expensive, the unit costs 
of one time-use RDTs could still prove prohibitive in developing countries where they 
would provide the most benefit. Mayxay et al. (2004) report  two types of malaria RDTs in  
Lao People’s Democratic Republic (Lao PDR). ParacheckPf costs $0.75 (inclusive of freight, 
taxes, and wastage), and OptiMAL costs $1.95. Malaria treatment, on the other hand, costs 
only $0.08 per adult course of chloroquine. According to Wongsrichanalai (2001, 308), 
“The current price range is US$2–4 per test; even at US$0.30–0.50 per test, these assays 
would not be affordable for most malaria control programs without external assistance.”

However, as previously discussed, “the rising cost of effective drug therapy has made 
expenditure on diagnostics, which can help to avoid unnecessary treatment, more 
attractive to malaria control programs” (Bell and Peeling 2006, 34). In the light of the need 
to reduce disease resistance and increase savings related to early and accurate diagnosis 
(e.g., shorter duration reduces earnings loss), RDTs could still prove cost-effective overall 
(Wongsrichanalai 2001; Mabey et al. 2004; Mayxay et al. 2004).

Co-benefits. Intermediate. “Surveillance for drug resistance is fundamental to the 
refinement of treatment strategies and to the allocation of scarce resources,” Mabey et al. 
(2004, 232) point out. Also, Bell and Peeling (2006, 34) state that “Accurate diagnosis has 
further potential benefits for case management by alerting health workers to the probability 
of nonmalarial causes of fever, while demonstration of parasitaemia can improve adherence 
to anti-malaria therapy.”

Co-costs. More desirable. No co-costs have been identified.

Barriers. Intermediate. High temperature, windy conditions, and humidity or exposure to 
moisture can cause deterioration in RDTs, and the tests rapidly become vulnerable once 
removed from their packaging (Murray et al. 2008). Some products specify storage between 
2°C and approximately 30°C, which “can be difficult to achieve in a field trial and might 
be impossible in operational use in remote areas. In the tropics, RDTs that remain in non-
air-conditioned vehicles or under tin roofs for long periods can rapidly lose sensitivity . . . . 
Protecting packaging from mechanical damage and minimizing the time from opening 
the test envelope to preparation of the RDT will reduce exposure to humidity” (Bell and 
Peeling 2006, 35). Limitations specific to malaria RDTs include inability to detect mixed 
infections, distinguish among species of malaria parasites, or quantify parasites; failure 
to detect infections with low but clinically relevant concentrations of parasites; limited 
ability to monitor responses to therapy; inaccurate results under some conditions; and 
difficulty in interpretation due to very faint test lines, particularly under low light conditions 
(Wongsrichanalai 2001; Bell and Peeling 2006; Murray et al. 2008). 

Feasibility of implementation. More desirable. RDTs are generally easy to perform, involve 
no technical equipment, require little training to interpret the results, and are practical for 
field use (Wongsrichanalai 2001; Moody 2002). Their low complexity “invites their use 
by village workers without formal medical laboratory training, or even by travelers for self-
diagnosis and treatment” (Murray et al. 2008, 106). (See Box 4.3.)

Scale of implementation. Community or regional. According to Murray et al. (2008), 
the international community has recognized that malaria RDTs are being used at almost 
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every level of the health-care system. For malaria RDTs, WHO publishes procurement 
recommendations, lists of manufacturers and distributors, and other practical information 
(available at http://www.wpro.who.int/malaria/sites/rdt/). 

Applicable locations and conditions. RDTs would prove useful in remote areas where 
microscopy is difficult to support and where there is limited control of test storage conditions 
and supervision of users (Bell and Peeling 2006). According to Wongsrichanalai (2001), 
substantial benefits from the wide use of RDTs in high-transmission areas, such as Sub-
Saharan Africa, cannot be anticipated until more sensitive tests become available; however, 
in peripheral settings in low-transmission areas (frequently characterized by the unavailability 
of microscopy, multidrug resistance, and combination therapies), such as tropical Asia, using 
RDTs is more cost effective than prescribing these drugs on the sole basis of clinical diagnosis. 
But in tropical settings, attention to product stability during shipment and storage to protect 
RDTs from temperature extremes, as well as the performance and operational limitations of 
specific product kits, is required, Murray et al. (2008) state. These authors add: 

Although many products are available, selection of a specific malaria RDT must 
take into consideration the malaria epidemiology in the region of the world where 
it will be used, the expected health benefit from use of the device, a plan for how 
to use the results provided by the device, the ability to monitor the accuracy of the 
device, whether the environmental conditions in which the test is operated will 
degrade its performance, supply and distribution, product stability during storage 
and transport, shelf life, training needed by the test operators, and finally, the cost 
of use. (Murray et al. 2008, 107) 

Potential financing and markets. According to Mabey et al. (2004, 233), “For most of the 
infections that impose a heavy burden of disease in developing countries, there is no market 
in richer countries to attract private-sector investment into the development of diagnostic 
tests. This market failure is starting to be addressed by public-sector partnerships.” These 
same authors note that in recent years new donors and health programs have arisen to 
meet drug and diagnostic needs in developing countries, specifically citing The Global Fund 
to Fight AIDS, Tuberculosis and Malaria; the Medicines for Malaria Venture; and the GAVI 
Alliance. The tuberculosis-focused Foundation for Innovative New Diagnostics (FIND), 
say Mabey et al. (2004, 237), “is unique as it is the only not-for-profit organization that is 
dedicated wholly to the development of diagnostic tests for infectious diseases.”

Wongsrichanalai (2001) recommends encouraging RDT product research and development 
through a purchase fund designed to assure pharmaceutical firms of an available market 
if more effective RDTs can be developed, similar to funds created to spur innovation on 
malaria vaccines.

Further reading. Wongsrichanalai 2001; Moody 2002; Mabey et al. 2004; Mayxay et al. 
2004; Bell and Peeling 2006; Murray et al. 2008.

Box 4.3  Rapid diagnostic tests: An example

In a 2001–2002 research study from rural southeastern Lao People’s Democratic Republic, 64 village health volunteers 
with no previous laboratory experience were trained in the use of two malaria RDT products. After only 1 hour of training, 
the volunteers performed the tests accurately and had little to no demonstrated need for retraining over a 10-month 
period. The researchers concluded that “rapid malaria tests may be an effective alternative to microscopy for use by 
village health workers in the rural tropics” (Mayxay et al. 2004, 328).
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Incorporate advanced information technology into the 
health sector
Societies can reduce their vulnerability to climate change with the help of improvements in 
public health through advanced IT. These include both technologies for disease surveillance 
and response (among them, RDTs discussed in the previous subsection) and technologies 
intended to make high-quality clinical care more accessible and robust to counteract 
human health stressors.

Increasing emphasis has been placed on the early detection of disease outbreaks that, in 
the modern era of travel, carry the threat of evolving into transnational incidents. In 2005, 
WHO updated its International Health Regulations (IHR) (legally binding on 194 WHO 
member countries), which specify and mandate improvements in national accountability 
and capacity for detecting and reporting health emergencies, and significantly expand 
the scope of reportable conditions. Regions are empowered to use the regulations as 
mechanisms for addressing public health emergencies of international concern and building 
on the global interrelatedness of infectious disease control (Ashar et al. 2010; Andrus et al. 
2011; Bond et al. 2013; Lewis et al. 2011; Morse 2012). 

In many areas over the last 2 decades, the trend toward cooperation across borders has led 
to the organization of regional disease surveillance networks and communities of practice, 
such as the Mekong Basin Disease Surveillance (MBDS) Network, the Pacific Public Health 
Surveillance Network (PPHSN), the Association of Southeast Asian Nations Plus Three 
Field Epidemiology Training Network (ASEAN+3 FETN), the Asia Partnership on Emerging 
Infectious Diseases Research (APEIR), and Connecting Organizations for Regional Disease 
Surveillance (CORDS) (Moore et al. 2012; Piette et al. 2012; Bond et al 2013).

Since climate change may allow diseases to spread more easily, technologies used to detect 
and prevent disease transmission are likely to be even more useful and beneficial.

Technology: Disease surveillance systems
Description. Disease surveillance systems refer to various types of advanced information 
and communication devices and applications that can assist health professionals in 
collecting, processing, interpreting, and disseminating data more efficiently to support 
infectious disease monitoring and response. The need to strengthen such systems has 
been recognized for decades, in view of the gaps in global coverage left by limited and 
fragmented surveillance capacity (Morse 2012). 

A disease surveillance system must offer the following capabilities and advantages to be 
effective:

user-friendly, modular tools that speed disease detection and provide early warning 
and efficient mobilization, preferably without any need for expensive licensing and 
burdensome training;

real-time or near-real-time monitoring;

timely, accurate reporting and IHR compliance;

flexible response planning;

networked health-care professionals;
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effective program evaluation and evidence-based decision making; and

information generation and sharing that empowers the public to take protective action.

The surveillance system should ease the transition from disease-specific and indicator-
based surveillance to more integrated and event-based surveillance, and further expand 
vertical and horizontal collaboration, e.g.,  by integrating laboratory networks and 
strengthening communication and collaboration between the research and public health 
communities (Ashar et al. 2010; Andrus et al. 2011; Eisen and Eisen 2011; Lewis et al. 2011; 
Lozano-Fuentes et al. 2011; Morse 2012; Bond et al. 2013). 

The following specific types of technologies are needed in this regard:

Novel data sources, especially sources mined through the use of new digital or 
automated collection methods. These include, among others, queries from internet-
based search engines, data from social media applications (e.g.,  Twitter), telephone 
triage calls, pharmacy sales of over-the-counter and prescription medications, and 
school and work absenteeism statistics (Andrus et al. 2011; Chan et al. 2011; Morse 
2012). Technology could also be used to allow “direct participation in surveillance 
by individuals who will be able to report their own disease syndromes, those of their 
neighbors, or those of domestic and wild animals at the animal/human interface” 
(Heymann and Brilliant 2011, D141). 

Communication tools (e.g., networks, information aggregators, health-specific search 
engines, centralized data repositories) for use within the health community. Examples 
are the Global Public Health Intelligence Network of Canada’s Public Health Agency, 
ProMEDmail of the International Society for Infectious Diseases, the US government’s 
Argus system, the HealthMap system developed by researchers at Boston Children’s 
Hospital in the US, the GeoSentinel network of the International Society of Travel 
Medicine, and the web-based text mining BioCaster system developed in Japan (Ashar 
et al., 2010; Bond et al. 2013; Li et al. 2013). 

Geographic information systems (GIS) for visualizing spatial relationships and 
changes over time related to disease distribution and risk factors (Duncombe et al. 
2012).

Hardware and software options to support data collection, storage, management, 
and analysis, including point-of-care handheld communication devices for facility 
and field reporting, remote-sensing equipment, predictive spatial and space–time 
models, and simulation software and data packages. Space–time permutation scan 
statistics (e.g., SaTScan), Knox tests, generalized additive mixed models, and Bayesian 
hierarchical regression models are commonly used (Eisen and Eisen 2011; Heymann 
and Brilliant 2011). 

Decision support systems that include tools for storing, managing, and analyzing 
disease surveillance data must accommodate a wide range of data types, including 
entomological surveillance data (e.g., vector collection details, vector abundance, 
insecticide resistance), pathogen data (e.g., infection of vectors, enzootic amplification 
and reservoir hosts or sentinel animals, passively or actively acquired data on infection 
in humans), data on control activities (e.g., vaccination and education campaigns and 
different interventions targeting arthropod vectors or vertebrate amplification and 
reservoir hosts; local vaccine stocks expended). Effective decision support systems 
support querying, production of maps and reports, custom calculations, automated 
alerts, and other functionalities (Lozano-Fuentes et al. 2011; Li et al. 2013). 

Effectiveness. More desirable. GIS-based visualization of spatiotemporal change in 
geographic areas or specific populations can provide vitally important understanding 
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of disease dynamics and drivers, supporting planning for control programs and proving 
particularly useful in the initial stages of analysis. Studies, including one of a dengue-related 
spatial scan application in Thailand, have shown that these tools can be used to identify 
critical and low-risk clusters at differing geographic scales (e.g., province, neighborhood, 
household), allowing authorities to reallocate resources to the most likely outbreak sites 
(Duncombe et al. 2012). 

Disease surveillance tools also allow health officials to use ecological, socioeconomic, and 
climatic characteristics to gain insights into levels of risk in areas where surveillance data 
are lacking or unreliable. For example, in rural Thailand, land cover around the home has 
been found to be a useful predictive factor for dengue virus exposure, and in Taipei,China, 
dengue risk has been discovered to increase with average annual temperatures above 18°C 
and with degree of urbanization. Also, Singapore’s National Environment Agency uses GIS 
in a wide range of operational vector and dengue control activities including tracking of 
dengue case locations, vector mosquito surveillance, and monitoring of vector control 
coverage (Eisen and Eisen 2011).

New, handheld communication technologies such as mobile phones “have transformed 
the way that surveillance can be used to contribute to public health, and to infectious 
disease eradication and elimination,” according to Heymann and Brilliant (2011, D141), by 
“reducing time from identification to laboratory confirmation if required; and facilitating 
a more rapid and effective response,” (Heymann and Brilliant (2011, D143), especially in 
reporting from rural communities.

American epidemiologists have already demonstrated the ability of electronic disease 
surveillance tools both to detect anomalous disease activity earlier than traditional 
laboratory-based surveillance and to monitor community health in the face of an identified 
threat; these tools also have the potential to improve health security in more resource-
limited environments (Lewis et al. 2011). Ashar et al. (2010) report that electronic data 
capture provides better structure of data than paper-based data gathering, allowing the 
automated submission of data and easier analysis, reuse, and recombination with data from 
other sources, as well as concise storage of patient-level details. 

However, Morse (2012) notes that automated electronic surveillance (also known as 
“syndromic surveillance”) still has its skeptics and has not yet provided advance warning of 
an outbreak. The same author reports that, although these methods show great promise, 
“syndromic surveillance signals occur frequently, are difficult to investigate satisfactorily, 
and should be viewed as a supplement to, rather than a replacement for, well-maintained 
traditional surveillance systems that rely on strong ties between clinicians and public health 
authorities” (Morse 2012, 9). 

Relative cost. Intermediate. Like most other IT-based systems, the costs of deploying 
disease surveillance systems vary according to the type and level of equipment used, the 
level of information infrastructure readily available, and other factors. Ashar et al. (2010) 
inventoried the prices related to network equipment, recurring service costs, and data 
capture devices available for disease surveillance in remote settings. Table 4.2 presents 
their findings. 

Ashar et al. (2010, 338) point out: “Though the lowest-cost devices can be acquired for 
tens of dollars or less, the cost for assembling an end-to-end system could be higher . . . . 
Donations of services and refurbished equipment from the developed world, such as cell 
phones, may mitigate costs”. Resource-constrained projects may also benefit from cost 
reductions due to the increasing availability of open-source, freely distributed alternatives 
to at-cost software packages (e.g., the R statistical package, PostgreSQL relational database 
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Table 4.2 Estimated costs of disease surveillance system implementation  
(all prices in US$, 2010)

Network equipment 
Satellite phone data kit: $140
Satellite broadband terminal: $1,000
Radio modem: $200
Analog modem: $40
Universal serial bus (USB) data cable: $20
USB 3G adapter: $250
USB modem: $30
Digital subscriber line (DSL) modem: $50
WiMax adapter: $300
Recurring service costs (these vary widely by country, technology, and service provider)
Prepaid satellite phone card: $630 for 500 airtime minutes or 1,500 text messages
Prepaid satellite broadband service: $430 for 500 minutes of web browsing or 52.6 MB data 
transfer
Cellular telephone and data service: $1.33–$36.94 per month for 25 outgoing calls and 30 text 
messages
Local fixed-line telephone service: $0.29–$32.43 per month for 30 local calls
Fixed-line broadband: $6.10–$1,877.38 per month
Data capture devices
Interactive voice response software: $0 for open-source software
Survey software: $1,000s 
High-frequency radio: $200 
Satellite phone: $1,300 
Cell phone: $35 
Laptop or netbook: $250–$380 
Smartphone or personal digital assistant: $100–$300
Network tablet: $200 
USB flash drive: < $20 for a 4-GB drive 
Two-dimensional (2D) barcode printing systems: $400
Digital pen: $100

software, Google Earth for mapping, SaTScan for space–time pattern analysis, QGIS 
[previously known as “Quantum GIS”], GeoDa spatial analysis) (Duncombe et al. 2012; 
Eisen and Eisen 2011). It is important to remember that, along with hardware, software, and 
network access purchases, successful surveillance systems also require sufficient human 
resources, and health organizations may therefore have to “[increase] the number of staff, 
[train] . . . existing and new staff, and [provide] sufficient logistical support” (Andrus et al. 
2011, D129). 

The PRC government recently developed a customized, advanced disease surveillance 
system, the China Information System for Disease Control and Prevention (CISDCP). 
The central treasury department and its local counterparts contributed CNY730 million 
($116,897,090) for its development and deployment. This amount funded the construction 
of the central platform, the data center, and local networks; hardware and software 
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Box 4.4  Disease surveillance systems: Some examples

An early successful example of a disease surveillance tool is PacNet, developed by the Pacific Public Health Surveillance 
Network (PPHSN) in 1997 to share outbreak information and ensure appropriate response actions. PacNet has provided 
early warnings of dengue, measles, and influenza that spurred effective preventive measures, and now all major outbreaks 
in the region, including a rise in the incidence of severe acute respiratory syndrome and rubella, are monitored through 
PacNet (Bond et al. 2013).

With funding from the National Science Fund for Distinguished Young Scholars of the People’s Republic of China (PRC),  
the Special Program for Prevention and Control of Infectious Diseases in China, and the National Natural Science 
Foundation of China, a team of Chinese researchers developed the Decision Support System for the Response to 
Infectious Disease Emergencies (DSSRIDE), which is based on WebGIS (a geographic information systems resource) 
and mobile services. The system has the following functions: data collection; real-time data transmission and analyses; 
epidemiological detection; the provision of customized epidemiological questionnaires and guides for handling infectious 
disease emergencies; and support for users in communicating in real time with one another, with professionals in the field 
within the PRC, and with infectious disease experts in their offices worldwide. After 2 years of observing the performance 
of DSSRIDE in various infectious disease emergencies (including a 2009 H1N1 incident), Li et al. (2013) concluded that 
the system is a useful support tool for field surveillance investigations in developing countries and low-income districts, as 
it speeds up data collection and improves its quality.

Also in the PRC, the China Information System for Disease Control and Prevention (CISDCP), an expansive, web-based 
infectious disease surveillance system, features a relational database that can process information from all medical 
institutions through a private network connection and a dynamic GIS display for visualizing epidemic information, such as 
case clusters. It serves as an early warning system for infectious disease outbreaks, gathering epidemiologic information on 
37 infectious diseases from 95% of national-level medical institutions, 80% of provincial institutions, and 70% of township 
hospitals and clinics (as of 2006). Challenges encountered include the inadequacy of infrastructure (e.g., computers, 
internet access), which prevents some localities from taking full advantage of the system; weak collaboration between 
health-care organizations and nonhealth departments; and the current absence of links between animal and human health 
surveillance databases (Wang et al. 2013). 

The Suite for Automated Global Electronic bioSurveillance (SAGES), according to Lewis et al. (2011, 1), is a collection of 
modular, flexible, freely-available software tools for electronic disease surveillance in resource-limited settings. One or 
more SAGES tools may be used in concert with existing surveillance applications or the SAGES tools may be used en masse 
for an end-to-end biosurveillance capability. This flexibility allows for the development of an inexpensive, customized, and 
sustainable disease surveillance system. The ability to rapidly assess anomalous disease activity may lead to more efficient 
use of limited resources and better compliance with WHO IHR [the International Health Regulations of the World Health 
Organization].

More information is available on the SAGES website: http://www.jhuapl.edu/sages/

purchases; internet access; training for personnel; and the salaries of a limited number of 
computer programmers (Wang et al. 2013). Further details on this project are available in 
Box 4.4.

Co-benefits. More desirable. Investment in human resources and other input into an 
effective disease surveillance system constitutes capacity development that can improve 
the overall operation of general health sector systems, especially in developing countries 
(Andrus et al. 2011). Ashar et al. (2010, 337–338) point out: 

For example, [these resources] could be used in remote villages to capture basic 
statistics, such as births and deaths, in addition to reporting data for specific 
disease surveillance needs. By arming health care workers with tools to collect and 
transmit data in a more timely fashion, data can be compiled at a central level for 
the purpose of early event detection, thus leading to more effective public health 
actions. 
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Participation in regional disease surveillance networks strengthens social and intellectual 
capital, capacity, and connectedness, and helps foster better, lasting public health 
collaborations. Some collaborative relationships, systems, and resources developed to 
support disease surveillance can also be adapted to respond to other types of health-related 
emergencies (e.g., floods, tropical cyclones, earthquakes, terrorism events) as necessary 
(Lewis et al. 2011; Bond et al. 2013; Li et al. 2013). 

Even freely distributed GIS software can create dynamic and engaging data visualizations 
that improve communication among public health professionals advocating an increase in 
resources, and among policy makers, who are shown to respond more positively to maps 
than to raw numbers or graphs (Duncombe et al. 2012). 

Co-costs. More desirable. No co-costs have been identified. 

Barriers. Intermediate. Especially in rural or resource-limited regions, the effective 
implementation of disease surveillance systems and programs is constrained by factors 
such as shortages of health-care providers, provider absenteeism, varied concentrations 
of resources (e.g., manpower, IT infrastructure, other types of infrastructure), inability to 
monitor resource use, diversion of funds earmarked for health infrastructure, lack of objective 
or high-quality data (e.g., epidemiological, entomological, serological, geographic), limited 
diagnostic capabilities, disincentives to reporting due to harsh economic consequences, 
and costs of proprietary software. Limited internet access can also hinder countries in their 
efforts to implement automated electronic surveillance of data sources such as search 
engine queries, given that web query–based surveillance depends on sufficient web search 
volume both to generate signals and to drown out noise (Chan et al. 2011; Eisen and Eisen 
2011; Lewis et al. 2011; Duncombe et al. 2012; Agrawal et al. 2013; Bond et al. 2013).

Problems with high acquisition or licensing costs can be circumvented at least partially 
through the use of open-source software products now pervasive in the market, but 
developing integrated systems based on such components still requires effort and expertise. 
Another answer to the cost problems would be to incorporate mobile computing solutions 
as access to wireless data transmission technologies spreads even in developing countries 
(Lozano-Fuentes et al. 2011).

Feasibility of implementation. Intermediate. Resource-limited countries will need 
assistance in implementing surveillance tools appropriate to their local needs and resources. 
Collecting health data in remote areas in such countries may be particularly challenging 
(Ashar et al. 2010). The governments must invest adequately in human resources to 
build the necessary level of management and coordination in regions that currently lack 
surveillance capacity (Andrus et al. 2011). Several studies emphasize the need for political 
commitment, core values of cooperation and solidarity, and trust among participating 
individuals and organizations to make disease surveillance networks succeed, particularly 
at the regional scale or higher (Andrus et al. 2011; Bond et al. 2013). 

Holmner et al. (2012) and Li et al. (2013) describe disease surveillance and mapping using 
mobile devices as cost efficient, flexible, and feasible even in low-resource settings, provided 
that education measures promote knowledge and preparedness, and policies for using and 
responding to the generated information are developed. According to Morse (2012, 11), 

Many once remote locations in developing countries have mobile phone coverage, 
which continues to expand explosively. The International Telecommunication 
Union estimates that, while there were 2 billion internet users (more than half 
in developing countries), there were 5.3  billion mobile cellphone subscriptions 
in 2010, almost 75% in developing countries, with about 90% of the world now 
covered.
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Also, as Duncombe et al. (2012, 755) note, “open access applications enable all countries to 
use [GIS] technology, including those nations with limited resources.”

Ashar et al. (2010) mention the inability of any single technology to satisfy all data capture 
needs and, hence, the need for different combinations of technologies in different settings. 
Deployment strategies will be shaped by a variety of factors external to technology, these 
authors add, and the long-term sustainability of programs should be considered (high 
levels of international support, for example, are usually unsustainable). Moreover, the skills 
required to operate data collection tools or devices should match the technical literacy of 
field health workers. 

Scale of implementation. All levels, including municipal, subregional, regional, national, 
and international. A single disease surveillance system may involve cooperation among 
individuals and organizations at different scales to achieve an effective multilevel network. 

Applicable locations and conditions. As previously discussed in this section, the use 
of mobile devices and open-source software packages that do not require licensing fees 
can improve the potential for implementing disease surveillance systems in remote areas 
and developing countries, even without a strong technological infrastructure (Andrus 
et al. 2011; Eisen and Eisen 2011). Syndromic approaches to surveillance data collection, 
according to Yan et al. (2012, 2013) are suitable for villages in rural PRC and other resource-
limited settings where the risk of communicable disease infection and spread is higher, but 
the diagnosis of diseases is challenging because there are few health professionals and 
laboratory confirmation is not possible or practical.

Potential financing and markets. Disease surveillance networks usually function with the 
help of funding from participating agencies or governments, as well as international donors, 
philanthropic foundations, WHO, research institutes, NGOs, and others. For example, the 
Rockefeller Foundation, the Nuclear Threat Initiative, other partners, and existing regional 
surveillance networks joined together to fund CORDS in 2009. On the other hand, the 
research efforts of the Asia Partnership on Emerging Infectious Diseases Research (APEIR) 
in Cambodia, the PRC, Indonesia, Lao PDR, Thailand, and Viet Nam are supported by 
Canada’s International Development Research Centre and the Health Systems Research 
Institute in Thailand (Liverani, Hanvoravongchai, and Coker 2012; Bond et al. 2013). 

A multinational partnership that ensures the sustainability of disease interventions is the Pan 
American Health Organization, whose revolving fund mechanism for vaccine procurement 
consolidates each year the vaccine orders from participating countries and holds international 
bidding open to all vaccine manufacturers. This process requires participating countries 
to have a line item in their national government budget for vaccine purchases, but confers 
enhanced ability to respond to exceptional circumstances (Andrus et al. 2011). “In 2008, the 
first urban yellow fever outbreak in 45 years in the Western Hemisphere occurred in Asuncion, 
Paraguay,” Andrus et al. (2011, D127) report, adding: “Using the revolving fund . . . the Pan 
American Health Organization was able to mobilize vaccine donations from neighboring 
countries to control and stop transmission of yellow fever virus.”

Further reading. Ashar et al. 2010; Andrus et al. 2011; Chan et al. 2011; Eisen and Eisen 
2011; Heymann and Brilliant 2011; Lewis et al. 2011; Lozano-Fuentes et al. 2011; Duncombe 
et al. 2012; Holmner et al. 2012; Liverani, Hanvoravongchai, and Coker 2012; Moore et al. 
2012; Morse 2012; Piette et al. 2012; Racloz et al. 2012; Agrawal et al. 2013; Bond et al. 2013; 
Li et al. 2013; Wang et al. 2013; Yan et al. 2012, 2013.
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Technology: e-Health
Description. The definitions of “e-Health” employed in research literature run a wide 
gamut of health sector activities and services enabled by information and communication 
technologies. The intent behind these technologies is to promote better health outcomes, 
and secondarily, to potentially lower the cost per unit of care (Schweitzer and Synowiec 2012). 

As used in this report, e-Health can include any or all of the following (Blaya, Fraser, and 
Holt 2010; Holmner et al. 2012; Piette et al. 2012; Agrawal et al. 2013): 

use of advanced computing by health-care providers (e.g., electronic medical 
records such as the Indian Health Service’s Vista system, digital prescriptions, inventory 
monitoring systems, laboratory information management, pharmacy information 
systems, patient registration or scheduling systems, monitoring and evaluation and 
patient tracking systems, clinical decision support, research and data collection);

use of distance-spanning communication technologies (e.g., telemedicine, virtual 
office visits or specialist consultations, remote diagnostics, automated telephone 
monitoring and self-care support calls);

provider support and patient communication with the help of mobile phones, 
tablet computers, and other mobile devices (e.g., home monitoring of vital 
parameters, text message reminders, health and disease surveillance systems, outbreak 
mapping, telemedicine in disasters when roads or hospitals or other important 
infrastructure are destroyed); and

comprehensive, digitally enabled, and rapidly deployable mobile e-Health 
centers (e.g., units like those used effectively by global health organizations). 

Effectiveness. More desirable to intermediate. These cost-efficient technologies can 
provide unprecedented access to medical care and health professionals in remote locations 
and low resource settings. They also provide an opportunity to treat and minimize the 
spread of disease and reduce unnecessary medical tests and treatments, including the 
use of antibiotics and antimalarial agents. In addition, the use of e-Health technologies 
can increase public health awareness and preparedness, as well as health education 
in vulnerable regions where there is a shortage of health workers (Holmner et al. 2012). 
Mobile technologies can “support a health worker performing clinician duties where there 
are no doctors and can help keep track of patients in HIV programs where the loss rate 
(patients who drop out of treatment) can be as high as 76 percent” (Blaya, Fraser, and Holt 
2010, 244).

Gains often take the form of increases in productivity, such as the 30% increase in patient 
visits that health officials in Campinas in Brazil achieved without any additional human 
resources, after the city implemented a system to optimize resource use and patient flow 
(Piette et al. 2012).

“Automated telephone monitoring and self-care support calls have been shown to improve 
some outcomes of chronic disease management, such as glycaemia and blood pressure 
control,” Piette et al. (2012, 365) point out. And Blaya, Fraser, and Holt (2010, 244) note: 
“Evaluations of e-Health implementations in developing countries found that systems that 
improve communication between institutions, assist in ordering and managing medications, 
and help monitor and detect patients who might abandon care show promise. Evaluations of 
personal digital assistants and mobile devices convincingly demonstrate that such devices 
can be very effective in improving data collection time and quality.”
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However, although many researchers trumpet the potential of e-Health, little information is 
currently available on the measurable impact of programs, particularly in low- and middle-
income countries (Piette et al. 2012). More research into real health outcomes, health 
costs, and scalability of programs is needed.

Relative cost. Unknown. Although costs vary depending on the type of program in 
question, e-Health is generally considered expensive, and e-Health programs frequently 
lack objective monitoring and evaluation to determine actual financial benefit. Countries 
with poorly developed infrastructure will have to make significant investments in technology 
(e.g., human resources, technology development, initial training, and the costs of developing 
metrics to measure e-Health performance over time) in order to apply these technologies 
(Holmner et al. 2012; Schweitzer and Synowiec 2012).

“Very little has been published on the costs of implementing and maintaining electronic 
medical record systems and decision support systems in low- and middle-income 
countries,” Piette et al. (2012, 366) observe. However, a study done in Malaysia by Blaya, 
Fraser, and Holt (2010) demonstrated that text messaging can be a cost-effective way of 
increasing clinic attendance. “This is [an] especially important [development] . . . ,” these 
authors report, “since both TB and HIV treatments require constant supervision of patients 
and strict adherence to a daily regimen of medications. Such systems can help patients in 
resource-poor settings who encounter many obstacles that can prevent them from getting 
their medications” (Blaya, Fraser, and Holt 2010, 248).

The costs of these technologies may be influenced in the near term by the following factors:

the rapid growth in mobile device penetration rates. which could help to circumvent 
economic accessibility issues presented by conventional computing and internet 
access in an increasingly cost-effective market-driven system (Chib 2010);

the adoption of specification standards, which may drive down implementation costs 
as buyers choose or build e-Health systems with compatible components, rather than 
being limited to proprietary systems, and could also increase demand for e-Health 
and thus allow vendors to reduce their prices and increase their market share and size 
(Piette et al. 2012; Schweitzer and Synowiec 2012);

reductions in hospital stays and increased clinical efficiency and hence, in costs, as a 
result of e-Health implementation (Piette et al. 2012; Schweitzer and Synowiec 2012); 
and

possible cross-impact with the implementation of mobile technologies in the 
health insurance industry, given the potential for both sectors to leverage common 
identification and registry databases, and to share devices, services, and information 
platforms (Schweitzer and Synowiec 2012).

The costs of e-Health systems will have to be balanced against the reduced costs of medical 
services. As productivity rises, e-Health may not decrease overall costs, because even if 
unit costs were to decline, increased use could drive up overall costs. However, e-Health 
may lower unit costs for specific services, benefit from economies of scale, and increase 
qualitative benefits, such as better patient access to high-quality health care. How e-Health 
affects the deployment and task shifting of health workers can also help determine overall 
costs (Schweitzer and Synowiec 2012).

Co-benefits. Intermediate. By reducing travel and transportation, e-Health could reduce 
air pollution and lower carbon emissions attributable to the health sector (Holmner et al. 
2012). Blaya, Fraser, and Holt (2010, 244) add: “When used to monitor inventories, these 
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systems can save lives and prevent the increase of drug resistance by keeping medicines 
in stock and can provide accurate, timely information for strategic planning, especially in 
areas where handcompiled data are often years out of date.”

Co-costs. More desirable. No co-costs have been identified.

Barriers. Intermediate to less desirable. e-Health is in the early stages of implementation, 
and some initial attempts “to bridge the health care gap through telemedicine have met 
with limited success because of a fundamental lack of infrastructure and transparency in 
operations” (Agrawal et al. 2013, 1). Limitations in infrastructure, technological capacity, and 
political will (particularly in less developed, resource-constrained regions) can serve as a major 
impediment to the implementation of e-Health. Infrastructure needs to be robust enough to 
function even during disasters. Lack of standardization, even in high-income countries, can 
dilute e-Health’s effectiveness and long-term sustainability (Holmner et al. 2012).

Agrawal et al. (2013, 2) have observed: “The creation of functional health infrastructure 
in developing countries is difficult; lag time is long, adequate installation is unverified, on-
site medical manpower is scarce, and quality of health care is difficult to assess. Health 
care planning as well as the monitoring and evaluation of interventions are hindered by 
a lack of records.” However, these same constraints present significant challenges to 
the implementation of the traditional health service model as well. In rural settings that 
are unlikely to develop health-care infrastructure in any other way, e-Health offers an 
opportunity to deploy medical care. 

According to Piette et al. (2012), scaling small or short-term e-Health projects up to the 
community, regional, or national levels is complicated by the vital importance of having 
interoperable systems, old as well as new, to avoid fragmentation and poor communication. 
Few developing countries have adequately interoperable health systems among the various 
levels. Piette et al. (2012, 368) also state that deploying e-Health “in large settings requires 
a high degree of organizational skill and administrative systems for the ongoing training and 
supervision of health-care professionals.”

In resource-constrained regions, effective allocation is a major priority, and the current lack 
of quantitative research on the impact of e-Health affects decision makers’ commitment to 
this type of project (Piette et al. 2012). 

Feasibility of implementation. Intermediate. According to Piette et al. (2012, 368), “With 
the worldwide explosion in the use of mobile phones as well as growing internet access 
through mobile data services, low- and middle-income countries increasingly have the 
opportunity to benefit from [short message service]–based services, live and asynchronous 
telemedicine, and interactive voice response calls.”

However, feasibility in a given location is greatly determined by its available infrastructure. 
In addition to technological infrastructure to support robust internet and mobile 
communication, other types of infrastructure should be considered, Among these are 
alternative and reliable energy supplies (e.g., solar panels), capacity related to disaster 
preparedness in hospitals and outpatient clinics, effective policy for using and responding to 
the information gathered, sufficient off-site data backup, and the deployment of educated 
health workers in remote and low-resource settings (Holmner et al. 2012; Piette et al. 2012).

Scale of implementation. All levels, including local, regional, national, and potentially 
international. Efforts to develop global standards are strongly recommended to support the 
integration of new solutions without unnecessary extra costs. e-Health implementation 
also requires top–down and bottom–up perspectives (Holmner et al. 2012).
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According to Piette et al. (2012, 367), “30% of low- and middle-income countries reported 
some use of SMS messages or other mobile health communication tools for improving 
treatment compliance. The related programs in low- and middle-income countries address 
a variety of priority health concerns, including H1N1 influenza virus infection, HIV infection, 
vaccination, reproductive health and management of chronic illness.”

Applicable locations and conditions. Although wealthier, more developed countries 
are generally seen as the primary beneficiaries of advanced electronic systems, several 
types of e-Health initiatives, including programs for disease surveillance and mobile text 
messaging, have been implemented successfully in low- and middle-income countries, 
resulting in improved outcomes for patients. In fact, “countries with the least resources 
are typically the ones that would benefit the most from using e-Health to provide care 
in remote regions and disaster sites,” note Holmner et al. (2012, 5). According to Blaya, 
Fraser, and Holt (2010, 250), “Because of the lack of infrastructure and backup systems 
in resource-poor environments, well-designed e-health solutions may have a much larger 
impact on quality of care than in more developed areas.”

Compact and rapidly deployable, e-Health centers can fill health-care infrastructure needs 
in both rural and urban slum settings (Agrawal et al. 2013). For more information, see Box 
4.5 below.

“Complex geographical structures in archipelagic or mountainous nations, such as 
Indonesia and Pakistan, make the build-up of cable/digital infrastructure difficult and 
costly,” say Holmner et al. (2012, 5). “Nonetheless,” they add, mobile networks, including 
the mobile broadband IT, are rapidly expanding and provide opportunities for wide scale 
implementation of e-Health.”

Potential financing and markets. Blaya, Fraser, and Holt (2010, 244) urge “donors 
and funders [to] require and sponsor outside evaluations to ensure that future e-health 
investments are welltargeted . . . . The World Health Organization (WHO) has published 
a manual on implementing electronic health records (EHRs) for developing countries, and 
many agencies are funding e-health efforts.” Some e-Health centers in India have been 
recipients of combined funding from the Council of Scientific and Industrial Research, 
Hewlett-Packard, the National Rural Health Mission, and government-mandated corporate 
social responsibility spending, for their siting and maintenance (Agrawal et al. 2013).

Schweitzer and Synowiec (2012, 75) warn that “At present, donors are funding a wide range 
of siloed e-Health initiatives; this approach may inadvertently hinder interoperability and 
standardization and may drive up costs.”

Further reading. Blaya, Fraser, and Holt 2010; Chib 2010; Holmner et al. 2012; Piette et al. 
2012; Schweitzer and Synowiec 2012; Agrawal et al. 2013. 
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Protect drinking water supplies from contamination
Waterborne diseases are a serious continuing health issue in many regions. The only water 
that is regularly available in many areas is contaminated, and even where clean water is 
available, contamination can occur in the wake of extreme events, such as floods. This 
section focuses on technologies for preventing contamination after extreme events. Other 
measures are needed to address a persistent lack of potable water or to ensure adequate 
drainage (Chapter 6 discusses water technologies further).

The interruption of access to safe drinking water can be one of the most debilitating effects 
of flooding. Contamination occurs when latrines are flooded or when floodwaters block 
sanitary waste disposal. Shimi et al. (2010) describe a rural community in Bangladesh 
where about two-thirds of tube wells and all toilets become unusable after every flood. As 
rising sea levels and heavier precipitation brought about by climate change result in more 
flooding, flood-proof toilets and drinking wells will become important in minimizing leaks 
from sewer systems during flooding events. Improving sanitation capability in anticipation 
of an increase in the incidence of waterborne diseases is an important health-related 
climate adaptation measure (Markandya and Chiabai 2009).

Box 4.5 e-Health: Some examples

Compact e-Health centers were implemented in the villages of Chausala (Haryana) and Lakhimpur Kheri (Uttar Pradesh) 
in rural India under a research-driven pilot project. The centers provide a rapidly deployable, integrated solution that 
harnesses the infrastructure-creation advantages of cargo containers; the capability of telemedicine to enable high-quality 
health-care access; the operational transparency of a cloud-based electronic workflow; and automated analysis of data 
for various levels of decision support. The centers are transported to remote villages via truck and crane, and sited with 
minimal construction requirements (e.g., concrete base; septic tank; electrical, water, and waste disposal connections). 
Each center has one local registered nurse and a rotation of graduate-level medical interns and nursing students. Specialist 
consultations are exclusively by telemedicine. In Chausala, where the 7,000 residents were formerly forced to travel 8 
kilometers to receive health services and most villagers visited the doctor only for critical issues or when minor health 
troubles became major problems, about 40 patients can now be seen daily at the center and villagers can receive local 
treatment for even small skin conditions, such as scabies or fungal infections. Patients have responded enthusiastically. 
But challenges remain. Supply chains have to be maintained for all essentials. Although electronic means of detecting 
absenteeism exist, it takes some doing to ensure the timely attendance of health-care personnel. Documentation in 
electronic medical records, instead of abbreviated visit summaries and incomplete studies, is also still deficient. However, 
within its limitations, the e-Health center concept has been proven to be a “workable solution for rapidly providing basic 
health care at the doorsteps of people who . . . previously lacked access, while collecting at least some data relevant to 
research and policymaking” (Agrawal et al. 2013, 4).

The Midwife Mobile Phone Project in Aceh Besar, Indonesia, involved 15 health centers and 223 midwives. It provided 
cell phones (including hardware and service subscriptions) free of charge to midwives in a region experiencing serious 
maternal and infant care issues. Midwives used the cell phones to transmit health statistics to a central database, contact 
coordinators and peers for health advice and information, and communicate with obstetrician–gynecologists and 
patients. The researchers’ findings indicate that the following benefits were achieved: smoother communication, faster 
and more effective response to emergencies, effective dissemination of time-sensitive information to midwives and their 
communities, availability of better-quality information for midwives, creation of an information-sharing network, and 
tracking of health data (Chib 2010).
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Technology: Flood-proof sanitary latrines
Description. Flood-proofing community and household waste facilities involves various 
methods of building permanent, elevated, or otherwise secure-to-inundation latrine 
structures to minimize contamination of freshwater supplies during flood events. Latrine 
technologies include the following:

urine-diverting dehydration toilet (UDDTs), which can be built and repaired with 
locally available materials, even in rocky areas, and do not require water. A UDDT 
is advantageous in areas that are prone to floods when fecal matter is stored in a 
waterproof chamber and urine is collected separately. Public health risks associated 
with the spilling of mixed waste streams into the environment are minimized. Alternative 
technologies have been developed in the last 2 decades to overcome the high haulage 
costs and access problems associated with mechanized pit-emptying services in slums 
(Katukiza et al. 2012).

improved pit latrines—including pour–flush latrines, simple (or double) pit latrines, 
ventilated pit latrines, and composting or dry latrines—which can be an acceptable 
technology in developing countries. Pit latrines can be designed to allow regular 
emptying and postflood rehabilitation to remove silt. Proper pit covers can prevent 
material from flowing out in a flood. Overflow mechanisms for filtering water can 
reduce pressure buildup. The design of composting or dry latrines must be appropriate 
to the expected flood level, e.g., aboveground chambers, rather than small pits (WHO 
2010).

ecological sanitation (EcoSan) composting latrines technology stores urine and 
composts feces for use as fertilizer, ensuring the reuse of resources as nutrients and 
increasing the life of the pit (Morshed and Sobhan 2010).

urine diversion latrines that separate urine from feces, allowing it to be used as a 
plant nutrient. Urine diversion also increases the life of the pit (Morshed and Sobhan 
2010).

combined-pit latrines (direct or offset pit), using a raised plinth. The pit is split into 
two parts to make it very shallow. It is suitable for low-water-table areas and for the 
reduction of groundwater contamination (Morshed and Sobhan 2010).

earthen raised single-pit latrines, a common and popular technology in Bangladesh 
that uses ring beams and a concrete slab. The plinth is raised to reduce groundwater 
contamination (Morshed and Sobhan 2010).

raised single-pit latrines that can also incorporate a plinth coated with cement 
and sand or mud to prevent erosion by water waves during a flood (Morshed and 
Sobhan 2010).

cluster latrines with two chambers, one roof, and four pits (offset single pit with 
nine rings for each latrine chamber), for a family of four to eight persons. It is suitable 
for wetland areas, where there is limited space (Morshed and Sobhan 2010).

These latrines may rely on companion technologies related to the emptying and hauling of 
wastewater treatment sludge. For instance, the Vacutug MK1, the Vacutug MK2, and the 
Manual Pit Emptying Technology have been tested in Africa and Asia and found to require 
less skilled labor and have low local operation and maintenance (O&M) costs. They are 
combinations of a tank with a 200–500 liter capacity, a small manual or motorized pump 
connected to a flexible horse pipe, and wheels suited for maneuvering in congested areas. 
Their limitations include haulage distances in excess of 0.5 kilometers to the treatment 
unit, a depth of less than 2 meters, and an inability to remove dry sludge and solid particles 
like stones and wood from pits (Katukiza et al. 2012).
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The effective implementation of these technologies also depends on an integrated suite of 
waste management design considerations, such as those recommended by WHO (2010). 
These include separating sewage, stormwater, and drinking water systems; designing 
decentralized systems; and using durable materials for construction (for the complete list 
of integrative management practices, see WHO 2010). Another design consideration is 
reliance on simplified sewerage, which “differs from conventional sewerage by incorporating 
reduced pipe diameters, gradients and depths without compromising design principles” 
(Katukiza et al. 2012, 969). 

Effectiveness. More desirable to intermediate. Various types of latrine and desludging 
pump technologies have different advantages and disadvantages, depending on the 
specific circumstances and environmental factors. For example, in a study in Bangladesh, 
the combinedpit latrine (direct or offset pit) was well accepted by the community and also 
demonstrated the greatest flood resistance (Morshed and Sobhan 2010).

Relative cost. More desirable to intermediate. In urban slums, simplified sewerage can 
result in cost savings from reduced excavations, given the flexibility it offers to lay pipes 
between housing blocks and under pavements (Katukiza et al. 2012). Ahmed (2010) 
reports options available to rural consumers in Bangladesh for 20 latrines costing from 
Tk400 to Tk20,000 ($5.50–$290). Shimi  et  al. (2010, 311) point out that “a sanitary 
latrine costs between US$2 and US$20, which is often less than the amount rural people 
need to spend for diarrheal diseases and the income loss due to it.” Morshed and Sobhan 
(2010, 243) demonstrate that “given the annual nature of the floods it is definitely more 
cost effective to spend more money on a more durable toilet rather than having to pay for 
repairs every year.”

Co-benefits. Intermediate. Options such as the UDDT can allow for the safe reuse of 
urine and fecal matter. Dried, sanitized, and stored in sacks or plastic containers, waste 
products can later be applied to soil, compost, and crops. Urine could be used as an 
alternative to chemical fertilizers, although research into the occurrence, fate, and removal 
of pharmaceutical residues is required (Morshed and Sobhan 2010; Katukiza et al. 2012). 
However, similar to the reuse of wastewater for irrigation, waste reuse requires proper 
treatment, accompanied by regulations and enforcement, to prevent the unintentional 
spread of pathogens. 

Co-costs. More desirable. Manual desludging of pits can be risky to human health and a 
source of environmental pollution. Safe desludging technologies, such as diaphragm hand 
pumps, are needed (Morshed and Sobhan 2010).

Barriers. Intermediate to less desirable. According to WHO (2010), regular maintenance is 
essential to limit vulnerability to collapse. In terms of discrete latrine technologies, Morshed 
and Sobhan (2010) report that O&M of EcoSan latrines requires special orientation and 
care. These authors list the following challenges encountered in their fieldwork: local 
unavailability of skilled masons for construction; lack of ready-made or prescribed design, 
as well as materials; questionable efficacy in an emergency; low motivation of potential 
users to use novel latrines or waste products in agriculture, and to implement proper O&M; 
inadequate facilities for transporting materials to remote areas; and unavailability of space 
for latrine installation or community unwillingness to provide space for a latrine.

Feasibility of implementation. Intermediate. Anaerobic codigestion of excreta and 
organic solid waste may be feasible in urban slums for decentralized treatment of sludge and 
solid waste to produce biogas, provided the digestate is sanitized for safe reuse or disposal 
and there is skilled labor for process control. The UDDT, which separates human excreta 
for nutrient recycling and thus minimizes health risks, is an attractive, low-cost technology 
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option for urban slums, depending on the availability of land for construction and a market 
for the end product (Katukiza et al. 2012).

According to WHO (2010), the capacity to pump waste out of pit latrines or empty them 
regularly is necessary, particularly in urban settings.

Scale of implementation. Household or community level.

Applicable locations and conditions. Morshed and Sobhan (2010) report that the 
appropriateness of latrine technology depends on the groundwater table, the geographic 
context, and the degree of acceptance by the community. In field trials, these authors 
found that raised-pit latrines are more appropriate than other technologies in flood- and 
cyclone-prone areas with wider community acceptance, and that to reduce the risk to 
health, pumping instead of manual desludging of latrine pits is recommended.

Potential financing and markets. According to Shimi et al. (2010, 311), 

Micro-credit programs of NGOs should incorporate a low-interest or interest-
free credit component for water supply and sanitation so that their members can 
have easy financial support for these facilities. If the individual household cannot 
afford [such facilities], group[-]based credit can be provided so that four to six 
families can take [out a] group loan and build [a] common toilet and tube-well.”

Further reading. Markandya and Chiabai 2009; Ahmed 2010; Morshed and Sobhan 
2010; Shimi et al. 2010; WHO 2010; Katukiza et al. 2012.

Box 4.6 Flood-proofed latrines: An example

[The] Water and Sanitation Program (WSP) implemented a small project—Scaling Up and Sustainability of Total 
Sanitation in Bangladesh (SSTSB)—from April 2008 to March 2009. The SSTSB project brings finance and technology 
together to make available a range of affordable sanitation options to promote a shift from basic latrine provision to 
quality sanitation that includes safe, hygienic, disaster-resilient, comfortable, and durable latrines; safe waste disposal and 
management; and hygiene promotion, with a special emphasis on hand washing. One of the project’s main components is 
the development of a new financing mechanism to support moving rural households toward quality sanitation by linking 
small local entrepreneurs with local microfinance organizations (Ahmed, 2010, 1–2).



Human Health

81

Technology: Flood-proof drinking water wells
Description. Similar to the adaptations for latrines explored in the previous subsection, 
novel technologies or design considerations can be introduced to protect wells for drinking 
water that are imperiled by increased flood risk. “The key vulnerabilities of wells during 
flooding are: ingress or infiltration of contaminated waters; lack of wellhead access due to 
flood waters; and collapse of unlined hand dug wells when soil becomes saturated,” note 
Armstrong et al. (n.d., paragraph 1). Among the possible ways of flood-proofing wells are the 
following: altering the height of tube wells with either an elevated base or an additional pipe; 
cementing a tube well’s base so that polluted floodwater cannot enter; shaping the concrete 
apron to direct surface water away from the well; using a sanitary seal or grout (a mixture of 
water and clay, or water and cement, sometimes mixed with sand or other additives) that 
extends at least 1–3 meters belowground to prevent infiltration of contaminants; extending 
the casings of deep wells below the level of shallow aquifers; improving the well lining and 
extending it above ground; converting dug wells into hand-pumped tube wells and ensuring 
sanitary completion; building bunds (e.g., banks, dykes, levees) and cutoff drains to divert 
flow away from collection areas; setting intakes at greater depths or modifying pumping 
regimes; installing additional drainage or overflow pipes to ease pressure buildup; and 
constructing a spring box to accommodate increased flows. Methods of obtaining access 
to water after an unused or abandoned well is sealed should also be included (Shimi et al. 
2010; WHO 2010; Rambags et al. 2011; Armstrong et al., n.d.).

To protect wells specifically from increased erosion, WHO (2010) recommends ensuring 
that well heads are properly designed to prevent erosion damage that may increase 
infiltration, compacting soils and planting around infrastructure to increase the durability 
of structures, and maintaining conditions that mitigate erosion (e.g., compacted soils and 
buffer-strip planting).

Additionally, according to Armstrong et al. (n.d., paragraph 4):

Location is another key parameter in assessing the vulnerability of wells to flooding. 
Constructing drinking water wells in the vicinity of sanitation facilities can lead to 
contamination through subsurface transport of fecal pathogens, particularly during 
flooding. Wells should be constructed up the hydraulic gradient (usually uphill) from 
latrines and animal waste. The minimum recommended distance between a well and 
a single latrine is 30 meters. However, in settlements where latrine density is high, 
greater distances are often needed. 

Effectiveness. More desirable. In a community studied in Bangladesh, the only tube wells 
that remained fully or partially usable during flooding were the ones where owners had 
implemented adaptation measures (Shimi et al. 2010). “Community health and economic 
activity require continuity of safe water supply,” Armstrong et al. (n.d., paragraph 10) point 
out. They add: “Sealing and elevating wells can prevent both contamination of drinking 
water and loss of physical access to the wellhead. Ensuring continuous access to drinking 
water decreases the likelihood that populations will be displaced during moderate flooding.” 

The effectiveness of these technologies can be enhanced if their application is integrated 
with additional flood management techniques, such as preparing clear contingency plans 
and procedures for the periods before, during, and after floods; properly sealing abandoned 
wells to levels several meters below the water table to protect groundwater quality; and shock 
chlorinating well water after flooding has subsided (WHO 2010; Rambags et al. 2011). 

According to Armstrong et al. (n.d., paragraph 6), “In addition to protection of wells currently 
used for drinking water, sealing abandoned wells is also essential to protecting groundwater 
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quality in flood zones. If an abandoned well in not properly sealed, floodwaters that inundate 
the abandoned well are likely to contaminate both shallow and deep groundwater.”

Relative cost. Intermediate to less desirable. Construction of new wells is very expensive, 
say Armstrong et al. (n.d.), and often requires drill rigs or other specialized equipment with 
costs generally less for retrofitting existing wells. The same authors mention a retrofitting 
cost of $315 per well in India, and report that a new borehole in that country could cost 
anywhere between $1,000 and $1,500 to install, depending greatly on local factors (e.g., 
soil type, water-table depth). Also, in India, well retrofitting for a project in the Bahraich 
District cost Rs14,000 ($226) per hand pump, or Rs11.2 million ($181,000) for 800 pumps, 
according to Jaiswal (2010). On the other hand, 25 public tube wells in a region consisting of 
the three villages of Batgharia, Narowathan, and Samarajan cost the government Rs25,000 
rupees ($404) to renovate and repair, notes Dutta (2004). For a project in Bangladesh, 
the cost of a new protected tube well was Tk9,100 ($117), and the retrofitting of an existing 
tube well with a platform cost Tk3,750 ($48) (CLP 2012); for more information on this 
project, see Box 4.7 below. 

As with the latrine technologies discussed above, the costs of implementing flood-proof 
wells must be balanced against the costs associated with the provision of medical services 
during disease outbreaks, as well as the impact on labor and educational productivity. 
Chronic diarrhea during childhood can have lifelong impact if it impairs the ability to attend 
school.

Co-benefits. Less desirable. No co-benefits have been identified.

Co-costs. Intermediate. Elevating wells above anticipated flood levels could make them 
less accessible to people with disabilities; however, if properly designed, protected wells can 
avoid this problem. Bari and Saha (2012) mention the installation of ramps, larger platforms 
to allow room to maneuver and turn a wheelchair, and a raised clothes-washing area, and 
the use of color contrast to assist people with low vision, among the accessibility design 
options. These authors also reported on the reinstallation of 30 existing tube wells in a 
Bangladeshi community at an average cost of Tk7,500 ($92), to make them both flood 
proof and accessible to people with disabilities.

Barriers. Intermediate to less desirable. Like the barriers to the flood proofing of latrines, the 
potential barriers to the installation of flood-proof wells include the need for maintenance 
over time and the general lack of appropriate materials, skilled workers, and community 
acceptance and enthusiasm in remote, flood-prone regions. “Experience drilling a given 
type of well and basic concrete construction skills are also necessary,” Armstrong et al. (n.d., 
paragraph 12) note. Moreover, in some traditional communities, gender-based restrictions 
on the mobility of women and girls can impose another constraint on the use of this 
technology as socially acceptable well siting increases in importance.

Feasibility of implementation. Intermediate. According to Rambags et al. (2011, 2), 
“Many of the technical measures are relatively easy to implement, such that with little 
cost investment existing well fields can be made flood proof already.” However, population 
distribution, water point and flood plain locations, elevation, priority well sites, and other 
local conditions can influence the efficiency of flood-proofing programs, and so some basic 
knowledge of water supply technologies and public health principles (e.g., at least one 
functioning water point for every 250 people, a maximum distance of less than 500 meters 
from any shelter to a water point) is necessary (Armstrong et al., n.d.).

Scale of implementation. Household or community level.
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Applicable locations and conditions. Flood-prone regions where people get their potable 
water primarily from wells can benefit from this technology. 

Potential financing and markets. The Mahatma Gandhi National Rural Employment 
Guarantee Act provided funds for an Indian well improvement project in Uttar Pradesh.

Further reading. Dutta 2004; Jaiswal 2010; Shimi et al. 2010; WHO 2010; Rambags et al. 
2011; Bari and Saha 2012; CLP 2012; Armstrong et al., n.d.

Human Health Sector Synthesis
The health-focused summary table (Table 4.3) presents the relationships among the 
five1 projected types of climate change impact, eight related technology needs, and six 
adaptation technologies. See Box 4.1 at the start of Section 4.2 for further details about the 
scoring criteria. 

The “Financing” column in the table reflects the information on funding channels available 
in the literature reviewed for this report. To the extent possible, the funding channels for 
each technology are characterized in two ways:

Are funding channels primarily public or private, or a combination of both? “Public” 
funding channels refer to governments, intergovernmental and international 
organizations, and nonprofits, and “private” funding channels, to private companies 
and foundations. 

Are funding channels established or emerging? Established funding is defined where 
there are various examples of funding for that type of technology. The designation 
“emerging” funding is given in cases where there are limited examples of the technology 
in practice. 

1 The impact and technology needs listed in Table 4.3 relate to those listed in Table 4.1, but do not match those 
needs precisely because they have been consolidated on the basis of similarities and common characteristics.

Box 4.7 Flood-proofed wells: Some examples

In the Bahraich District in Uttar Pradesh, India, 200 flood-prone villages each received four new hand pumps mounted 
on raised platforms to prevent submergence during floods. The 2.9-meter platforms have flat tops with sloping bases that 
diminish the force of floodwaters. During subsequent floods, these hand pumps provided the only clean water available to the 
400,000 or so residents of these villages, who continued to have access to the pumps by wading or in boats (Jaiswal 2010).

A Chars Livelihoods Programme (CLP) project in northwestern Bangladesh in 2010 undertook, among other objectives, to 
install 2,000 new tube wells and to upgrade 18,000 existing tube wells to standards devised to best serve the population of 
55,000 households under local environmental conditions. These standards included the following: a tube well base above 
the flood line; a depth of at least 40 feet; a distance of less than 10 meters from a latrine; a demonstrated arsenic level of 
lower than 50 parts per billion; a demonstrated bacterial load below 100 coliform forming units; and an intact concrete 
platform. As part of the project, the CLP developed a sustainable private ownership model in which beneficiaries shared 
implementation costs with the aid organization. For new wells, households contributed Tk1,000 ($13) of their own capital, 
and all remaining costs were subsidized. The purchasing households received ownership of the wells in exchange for an 
agreement to provide access to other households, ensuring the continued maintenance of the wells over time. For the 
upgrading of existing wells or the building of new tube wells for schools or people with disabilities, CLP provides 100% of 
the costs with the same access agreement.



Technologies to Support Climate Change Adaptation

84

An “uncertain” designation in either category is intended only to convey that not enough 
information on this topic was identified in the literature review, which was conducted within 
the resource constraints of this research project. In general, designations do not reflect an 
in-depth analysis of markets and financing options, and should be viewed as preliminary. 

Advanced IT, such as disease surveillance systems and e-Health technologies, serves a 
variety of purposes, including improving access to care, providing higher-quality care, 
enhancing communication with patients, and strengthening community preparedness for 
disease outbreaks and epidemics. Disease surveillance systems meet more technology 
needs than any other health technology evaluated.

Although other climate change adaptation needs in the human health sector—improved 
emergency food distribution systems, improved heat management techniques, and 
reduced local air pollution, among them—are not discussed here and technologies relevant 
to these needs are not assessed, there is no lack of technologies that can meet these needs 
directly or indirectly. 
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Table 4.3  Human Health Sector Summary

HUMAN HEALTH

TECHNOLOGIES ASSESSED

See Disaster Risk Management

Soft (management) options available

Increased diseases 
(water- and vector-borne)

Increased Increased heat 
stress

Increased injuries from 
extreme weather

Increased 
respiratory illness

TECHNOLOGY NEEDS

Integrated pest management

Improved health-care access, diagnosis, treatment

Improved disaster management

Improved heat management techniques 

monitoring and early-warning systems

SUMMARY OF HUMAN HEALTH TECHNOLOGIES

4.2.1 Lessen the impact of changes in vector-borne diseases

4.2.2 Incorporate advanced information technology into the health sector

 

 

 

 

CLIMATE CHANGE IMPACT

eHealth unknown

Local to 
national 

Community 
or regional

Local to 
international 

Local to 
international 

Household or 
community

Household or 
community

Flood-proof 
sanitary latrines

See Water 
Resources

See Disaster Risk 
Management

See Transportation
Unassessed technologies available
Soft (management) options available

Public and 
private

Established
Public

Emerging

Public and 
private

Established
Public and 

private
Emerging

Public and 
private

Uncertain

Public
Uncertain

Unassessed technologies available 
(e.g. cooling centers, building 
cooling, green or white roofs)

More desirable Intermediate Less desirable
a For human health, the cost scoring for all technologies is done per unit, according to the following scale:  More desirable = less than $10 per unit, Intermediate = $10–$500 per unit, Less 

desirable = more than $500 per unit.
b An “uncertain” indicator in the “Financing” column is intended only to convey that no information on this topic was identified in the literature review. (See the “Human Health Sector 

Synthesis” section of this chapter for details.)

Disease surveillance 
systems

Rapid diagnostic 
tests

Long-lasting 
insecticidal bed nets

Flood-proof drinking 
water wells
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CHAPTER 5

Transportation

This chapter compiles information from published literature and expert knowledge on 
projected climate change impact within the transportation sector and on the related 
technology needs, and gives examples of adaptation technologies. 

Section 5.1 presents the potential impact of climate change on transportation throughout the 
ADB regions, and identifies technology needs that would help reduce these vulnerabilities. 
Some regions have been grouped together in the discussion because of similarity of impact 
and the limited availability of country-specific information. 

Section 5.2 cites examples of technologies that meet those needs and evaluates their 
applicability to the context of Asian developing countries according to specific criteria. The 
technologies evaluated are:

warm-mix asphalt (WMA),

engineered cementitious composite (ECC),

active motion-dampening systems, and

intelligent transportation systems (ITSs).
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Section 5.3 synthesizes the adaptation needs and technology assessments to provide an 
overview of the transportation sector’s challenges and selected potential solutions. It also 
highlights interesting findings.

For detailed information on the methods used to develop this section, see Chapter 1.

Climate Change Impact on the Transportation 
Sector
Climate change impact on regional, national, and local transportation infrastructure 
can affect the economy and other sectors, including agriculture and public health. 
Interruptions in the movement of goods, services, and citizens caused by acute damage or 
gradual deterioration of road, rail, and water networks or by traffic congestion or unreliable 
transportation services can prevent access to health care, employment, markets, and other 
critical needs (Maldives MHE 2010; ADB 2012a). Moreover, repairs made necessary by 
infrastructure damage carry major economic implications.

Changes in precipitation and temperature patterns can stress infrastructure beyond design 
capacity. Changes in temperature—both variations in average temperature and fluctuations 
between extremes—will increase the incidence of road surface, rail track, bridge, and 
embankment damage and failure while also changing the requirements for maintenance, 
passenger comfort, and aircraft takeoff. Higher moisture can lead to drainage system 
overload, migration of liquid asphalt, and impact on tunnel foundations. Extreme events 
(e.g., fires, floods, landslides, mudflows) and accompanying debris can shut down roads 
and bridges permanently or temporarily. Erosion and landslides resulting in embankment, 
slope, and foundation failure will damage and disrupt infrastructure and services. Climate 
change impact can also interfere with repair and maintenance efforts (e.g., by reducing the 
availability of water during construction and thus compromising the ability to compact 
materials; by causing salinity-related corrosion) and disrupt navigation (ADB 2011a, 2012b). 

This section also considers climate change impact on coastal resources (e.g., rising sea 
levels, storm surges, increased wave action) that can lead to infrastructure failure. Coastal 
flooding and saltwater corrosion related to sea level rise can seriously damage and disrupt 
coastal transportation infrastructure (see also Chapter 3).

East, Southeast, and Central and West Asia
Altered weather patterns—decreased precipitation in some seasons and more intense 
monsoons in others—have increasingly beset countries in East Asia (USAID 2010). The 
capability of transportation infrastructure in the region to resist extreme weather conditions, 
including large temperature variations, a dry atmosphere, and strong winds, is being severely 
tested (ADB 2011b). In Southeast Asia, roads and railways face the likelihood of increased, 
unpredictable rainfall and flooding (ADB 2010b, 2012b; Cambodia MOE 2006). Already, 
many parts of Cambodia experience extreme flooding; in 2001, the government identified 
more than 500 kilometers of rural roads in need of rehabilitation (ADB 2011a). Heavy rains 
can also trigger landslides affecting infrastructure, like those in Indonesia (ACCCRN 2009).

In Central and West Asia, natural disasters associated with unfavorable weather 
phenomena are becoming more frequent. Although total precipitation is projected to 
decrease, the intensity of precipitation is projected to increase and to worsen avalanches, 
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landslides, and windstorms (Pollner, Kryspin-Watson, and Nieuwejaar 2008). In Tajikistan, 
the considerable effects of climate change are evident in damaged road surfaces and 
bridges. Infrastructure may also be washed out by mudflows and avalanches. More 
than 300 kilometers of mountain roads are vulnerable to dangerous geologic and 
hydrometeorological phenomena (Tajikistan MONC 2003). In Afghanistan, a severe 
flood can cause as much as $300 million in infrastructure damage (UNEP, NEPA, and  
GEF 2009). 

Pacific and South Asia
The Pacific island countries are especially vulnerable to the impact of climate change, 
including floods, cyclones, tsunamis, storm surges, and landslides (Samoa MNREM 2005; 
Koshy et al. 2011). For small island countries that are only a few meters above sea level, such 
as Kiribati and Vanuatu, even a sea level rise or storm surge of smaller scale would pose 
serious risks to transportation infrastructure and other fixed assets. Main road networks 
are often built along the perimeter of the islands, and for that reason are vulnerable to 
erosion and will eventually need realignment (Vanuatu NACCC 2007; Kiribati MELAD 
2007). In the Solomon Islands, many roads, bridges, airports, and wharves are built in or 
near disasterprone areas and are not designed to accommodate a rise in sea level. More 
intense tropical cyclones are also foreseen. Besides causing damage to roads and bridges, 
cyclones will bring higher storm surges that can disrupt interisland transport in an economy 
dependent on diesel ferries to connect producers to domestic and international markets, 
enable labor mobility, and facilitate access to social services. Interisland shipping is likely to 
be adversely affected, as most ships currently operating in the country are aging vessels that 
were purchased secondhand and may not be able to handle more hazardous conditions 
(Solomon Islands MECM 2008). Extreme heat events can damage road surfaces as 
well (Timor-Leste MED 2010). Tuvalu has reported road stresses from more severe and 
frequent weather phenomena, such as tropical cyclones and king-tide inundation. Waves 
under certain conditions can completely overtop atoll islands, and also block road access 
(Tuvalu MNREAL 2007).

Inundation and landslide-related effects could likewise affect South Asian countries. The 
Maldives, which depends largely on tourism income, is significantly threatened by risks 
to its two international airports, both within 50 meters of the coastline. The airports’ sea 
defenses are said to be barely adequate, leaving this critical infrastructure vulnerable to 
flooding, erosion, and rising sea levels (Maldives MOEEW 2008; Maldives MHE 2010).

Technology needs in the transportation sector
Adaptation within the transportation sector can begin with efforts to gather important 
information and assess the full extent of vulnerability. For example, developing early 
warning systems for disasters and creating maps of high-risk vulnerable areas or roads can 
reduce interruptions and improve response times before and after extreme weather events 
(ADB 2012b). Beyond these measures, alternative engineering designs and construction 
techniques must be developed and implemented to accommodate the effects of climate 
change, through improvements in drainage, the use of monitoring technologies and 
alternate materials, and slope fortification and other protective installations (Tajikistan 
MONC 2003; Bhutan NEC 2006; Cambodia MOE 2006). 

Road, rail, and airport infrastructure can be improved through the use of heat-resistant 
materials. In general, climate change effects can also involve cold temperature extremes; 
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however, the literature reviewed did not indicate such extremes to be a priority concern for 
the ADB regions. 

Critical coastal transportation infrastructure may need to be protected from rising sea 
levels, storm surges, and other extreme weather events. If reduced precipitation or seasonal 
melting leads to lower stream flows, navigation channels in rivers may need to be dredged 
to allow uninterrupted ship passage.

Transportation impact matrix
Table 5.1 summarizes the climate change effects and technology needs described above, 
and points to the potential for applying adaptation technologies to reduce the vulnerability 
of the transportation sector to those effects. This list of technology needs is not intended 
to be exhaustive. Specific examples of technologies to address these needs are analyzed in 
the “Adaptation Technologies in the Transportation Sector” section.

Table 5.1  Transportation technologies for climate change mitigation and adaptation

Projected impact of  
climate change Technology needs

Damage to road network due to 
extreme weather events

�� Improved extreme weather event prediction and early warning systems*
�� Improved construction techniques to accommodate heat, flooding, and high winds*
�� Improved disaster management*

Damage to rail network due to 
extreme weather events

�� Improved extreme weather event prediction and early warning systems*
�� Improved construction techniques to accommodate heat and flooding*
�� Improved disaster management*

Damage to bridges due to 
extreme weather events

�� Improved high-flow prediction and early warning systems*
�� Improved construction techniques to accommodate flooding and high flows*
�� Improved disaster management*

Damage to seaports due to 
extreme weather events

�� Improved extreme weather event prediction and early warning systems*
�� Improved construction techniques to accommodate flooding and inundation*
�� Improved disaster management*
�� Hard or soft protection of coastal resources*

Damage to airports due to 
extreme weather events

�� Improved extreme weather event prediction and early warning systems*
�� Improved construction techniques to accommodate heat, flooding, inundation, and 

high winds*
�� Improved disaster management*

Damage to coastal infrastructure 
(e.g., levies, locks, seawalls) due 
to extreme weather events

�� Improved extreme weather event prediction and early warning systems*
�� Improved construction techniques to accommodate flooding and high winds*
�� Improved disaster management*

Major interruption of transport 
due to extreme weather events

�� Improved extreme weather event prediction and early warning systems*
�� Integrated contingency planning
�� Improved stormwater management*
�� Improved construction techniques to accommodate flooding and high winds*

Flooding and inundation of 
transportation infrastructure due 
to rising sea levels

�� Hard or soft protection of coastal resources*
�� Improved construction techniques to accommodate flooding*

* Indicates crosscutting technologies that can be used in several sectors and have at least one or more characteristics in common with another technology need.
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Adaptation Technologies in the Transportation 
Sector
Adaptations to climate change effects will involve adjusting engineering specifications, 
alignments, and master planning; incorporating associated environmental measures; and 
adjusting maintenance and contract scheduling (ADB 2010b). While many transportation-
related adaptations fall under the umbrella of management and planning options, such as 
increasing the use of expansion joints on roads and rails, or requiring elevated roadways in 
coastal areas, a few specific examples of transportation-related technologies that could 
help minimize the effects of climate change are also discussed here. 

Transportation encompasses a variety of subsectors— road, rail, air, urban, maritime, and 
inland ports and waterways. The specific technologies identified during the literature review 
are primarily for road transport, but also include one technology for maritime transport. 
This section will discuss improvements in the durability of road surface material and the 
resilience of ports, and ways of managing transportation with the help of technology. 

The list of technologies presented here is not exhaustive, and is meant to show how 
technologies can reduce climate-related vulnerabilities. The order in which the evaluated 
technologies are discussed in this section is not intended to convey preference, ranking, or 
recommendation. A summary table in the “Transportation Sector Synthesis” section allows 
a quick, side-by-side comparison of all the evaluated technologies. 

Some technologies presented elsewhere in this report may be relevant to the transportation 
sector as well. For example, geomembranes, discussed in Chapter 3, could be a key 
technology for controlling flooding and reinforcing roadbeds in coastal areas and inland, and 
other coastal flooding technologies considered in Chapter 3 are regarded as adaptations to 
rising sea levels. 

Further  reading
ACCCRN 2009
ADB 2010b
ADB 2011a
ADB 2011b 
ADB 2012a 
ADB 2012b
Bhutan NEC 2006 
Cambodia MOE 2006

Kiribati MELAD 2007 
Koshy et al. 2011 
Maldives MOEEW 2008
Maldives MHE 2010
Pollner, Kryspin-Watson, and 
Nieuwejaar  2008 
Samoa MNREM 2005
Solomon Islands MECM 2008

Tajikistan MONC 2003
Timor-Leste MED 2010 
Tuvalu MNREAL 2007 
UNEP, NEPA, and GEF 2009 
USAID 2010
Vanuatu NACCC 2007

Table 5.1 continued
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Box 5.1  Technology evaluation scoring method

The technologies are scored against nine criteria: effectiveness, relative cost, co-benefits, co-costs, barriers, feasibility of 
implementation, scale of implementation, applicable locations and conditions, and potential financing and markets. The 
scoring for each criterion is based on research but also reflects subjective judgment. Scores range from “more desirable” 
to “intermediate” and “less desirable.” Because of their summative nature, the scores do not capture the full complexity 
of each category and should therefore be considered alongside the full description in the text. See Chapter 1 for more 
information on the scoring methods.

Improve durability of road surface material
Both warmer average temperatures and the potential for more fluctuations in temperature 
extremes will have significant effects on road surface material. Paved roads are particularly 
vulnerable. Materials like asphalt expand under excessive heat, causing rutting and 
deformation, and possibly permanent damage. Base or supporting layers can be degraded 
through poor drainage or rapid and repeated freeze and thaw cycles. In addition, flooding 
or pooling can result in material damage or service delays, and high-discharge events can 
cause erosion and washouts.

Technology: Warm-mix asphalt
Description. One way to increase the resilience of paved roadways to temperature 
changes is to change their surface mix material. Combinations of different materials can 
reduce cracking, rutting, and other damage caused or aggravated by dramatic increases 
in temperature extremes. Many new pavement mixtures have higher heat resistance, and 
therefore a longer life span at higher temperatures. 

WMA is a relatively new technology that requires a mixing temperature 30°F –120°F below 
that of traditional hot-mix asphalt (HMA) because of additives included in the asphalt mix 
(Chowdhury and Button 2008; US FHWA 2013). This technology is ideal for both warmer 
and colder climates. In warmer temperatures there is less heat strain on workers, and in 
cooler temperatures less energy is needed to heat the mix to the appropriate temperature. 
WMA technologies have been used for 10 years in Europe, but are just starting to be used 
in other parts of the world.

Effectiveness. Intermediate. WMA has thus far proven to be effective in its performance 
and ability to withstand extreme conditions. A study of one particular additive, FT-Paraffin 
(Sasobit) found that “by increasing the FT-Paraffin content, the performance of modified 
bitumen samples shows considerable improvement at high temperature” (Fazaeli et al. 
2012, 6). This improved performance is in large part due to the fact that WMA allows 
easier compaction, a critical indicator of pavement performance (US FHWA 2013). Poorly 
compacted asphalts can result in depressions or raveling of pavement, and are more 
susceptible to shifts in the subsurface or base layers (OSU 2012). Studies have also shown 
that WMA additives (such as Sasobit, Asphaltan-B, and Licomont BS 100) increase the 
stiffness of the asphalt binding agents, and can thus reduce rutting and cracking (US FHWA 
2007; OSU 2012).
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Relative cost. Unknown. Different types of WMA technology have different costs. Some, 
such as water injection systems, have a high up-front cost, but do not require the continual 
application (and associated expense) of additives. Others require smaller up-front facility 
modifications and continual application (and associated expense) of additives. Finally, 
organic additives do not require any plant modifications but can cost $2–$4 per ton of 
mix (Dewey 2011). One of the main benefits of WMA is the cost savings that come from 
reducing the fuel needed for heating. Depending on the particular approach used, fuel 
consumption can be reduced by 20%–75% (Chowdhury and Button 2008; US FHWA 
2013).

Co-benefits. More desirable. WMA has several co-benefits. The reduction in heating 
requirements for mixing lowers carbon dioxide (CO2) emissions by up to 30%, according 
to one study (Fazaeli et al. 2012). WMA also reduces fumes and odors, both at asphalt 
plants and at work sites, resulting in benefits for workers and public health (Fazaeli et al. 
2012; NYC DOT 2013). Because of the reduced heating requirements, the mix can be 
transported greater distances (US FHWA 2007; Chowdhury and Button 2008; Fazaeli et 
al. 2012).

Co-costs. Intermediate. Although the lower heating requirements lessens CO2 emission, 
the production of synthetic additives such as Sasobit increases such emissions (van Vliet, 
Faaij, and Turkenburg 2009). 

Barriers. Intermediate. WMA uses much the same equipment as HMA, but it has some 
new equipment needs. Additionally, because this is a relatively new technology in the 
transportation field, tests are still needed to confirm its long-term performance in hotter 
conditions, and in places that experience wide shifts in temperature extremes (Prowell 
2007).

Feasibility of implementation. Intermediate. Practically the same equipment can be 
used to implement both WMA and HMA, although some new components will have to 
be added for WMA, so the need for new infrastructure investment will not be significant.

Scale of implementation. Site specific. The use of WMA is increasing worldwide, and 
several trials have been carried out throughout Asia (see Box 5.2 and the “Further reading” 
subsection below for more information).

Applicable locations and conditions. WMA can be especially helpful in seasonal climates, 
as it can extend the paving season into the spring and fall, but it will be a helpful technology 
in all areas, as it will help to increase the life of paved surfaces.

Potential financing and marketing. In the reviewed literature, no information on potential 
markets, financing options, or funding channels was identified.

Box 5.2  Warm-mix asphalt: Some examples

Experimental research into the effects of Sasobit on bitumen properties has been conducted in Iran (Fazaeli et al. 2012), 
India (Khan and Chandra 2012), and Korea (Kim et al. 2011).

In the People’s Republic of China, a field trial of Sasobit-modified warm-mix asphalt (WMA) was conducted as part of the 
Huanhu East Road Project in the city of Changzhou. The results indicated that WMA had better workability and rutting 
resistance than traditional hot-mix asphalt (HMA), and did as well as the latter in anticracking and water stability tests (Zhu 
et al. 2013).
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Further reading. Hurley and Prowell 2005; US FHWA 2007, 2013; Prowell 2007; 
Chowdhury and Button 2008; van Vliet, Faaij, and Turkenburg 2009; Dewey 2011; Kim et 
al. 2011; Li, Mills, and McNeil 2011; Fazaeli et al. 2012; Khan and Chandra 2012; OSU 2012; 
NYC DOT 2013; Zhu et al. 2013. 

Technology: Engineered cementitious composite 
Description. ECC is a relatively new type of high-performance fiber-reinforced 
cementitious composite. Unlike traditional concrete, which is strengthened with steel 
reinforcing bars, ECC is reinforced with small, randomly distributed fibers throughout. The 
concrete can be made up of a “high volume of industrial wastes, including fly ash, ground 
granulated blast furnace slag, and waste foundry sands and carbon residue” (Lepech et al. 
2008, 837).

Effectiveness. More desirable, although long-term tests are still needed. According to 
Yuan, Pan, and Leung (2013, 591), test results reveal that “fiber-reinforced polymer (FRP)-
reinforced ECC beams show much better flexural properties in terms of load-carrying 
capacity, shear resistance, ductility, and damage tolerance compared with FRP-reinforced 
concrete beams.” One of the most common failures of conventional concrete is cracking, 
which diminishes the strength of the concrete and can expose it to harmful impact from 
water and ions (Sahmaran and Li 2010). ECC reduces this vulnerability in two ways. First, 
it has a much stronger capacity to absorb pressure loads because of its composition of 
individual fibers. The small fibers result in multiple hairline cracks instead of a larger, more 
significant crack, as is characteristic of traditional types of concrete. Sahmaran and Li 
(2010, 1) point out that flexible concrete has a “strain capacity 300 to 500 times greater 
than [that of] normal concrete.”

Because it forms microcracks, flexible concrete also has self-healing properties. When 
mixed with water, perhaps in light rain, ECC particles form substances, such as calcium 
calcite, that expand and fill from the cracks. Studies conducted to test the strength of 
self-healed ECC have demonstrated that the material can recover 76%–100% of its initial 
strength (Yang et al. 2009). Additionally, “through a distinct fracture phenomenon, the 
ductility of ECC effectively eliminates reflective cracking, a major cause of premature 
overlay failure, thereby increasing durability and reducing life-cycle maintenance” (Lepech 
et al. 2008, 837).

ECC might prove especially effective in a hotter climate because it is more readily able to 
expand and contract with temperature fluctuations. This is especially true on bridge decks 
and in areas with significant frost layers. According to an interview with ECC’s creator, 
Victor Li, ECC’s ability to expand and contract “eliminates many of the common problems 
associated with conventional expansion joints like joint jamming and leakage, which results 
in water and deicing salts passing through the joints and corroding the steel supporting the 
structure” (Gibson 2011.

Relative cost. Unknown. ECC currently costs about three times as much as regular 
concrete (Minard 2009; Gibson 2011). However, although the construction costs are 
higher, the reduced maintenance need and increased durability could lower the overall 
costs of ECC, making it an affordable option. Studies have demonstrated that ECC doubles 
service life compared with traditional concrete (Lepech et al. 2008), so there will be less 
frequent need for repair and replacement. This ECC feature also has implications for labor 
and equipment costs. ECC inventor Dr. Li said, “Although it costs three times as much 
as traditional concrete, the material is a cost-saver in the long run, due to its reduced 
maintenance needs and energy demands” (Minard 2009).
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Co-benefits. More desirable. ECC has environmental benefits because it can use input 
materials that would otherwise go to a landfill. Also, because of its longer lifespan, it does not 
have to be repaired as often as traditional construction materials. A life-cycle assessment 
of ECC versus conventional concrete found that ECC results in “40% less life cycle energy 
consumption, 50% less solid waste generation, and 38% less raw material consumption” 
(Keoleian et al. 2005, 51).

Co-costs. More desirable. No co-costs have been identified.

Barriers. Less desirable. ECC is a relatively new technology and will therefore require 
investment in new procedures and training. Its capital costs are higher than those of 
traditional concrete.

Feasibility of implementation. Less desirable. ECC can use the same installation 
equipment as traditional concrete, but new procedures are needed for ready-mix trucks to 
transport the material (Gibson 2011). Dr. Li has said that the “placement of ECC is actually 
easier because it is self-consolidating and needs no vibration” (Gibson 2011). However, ECC 
is not widely used throughout the world; only Japan has implemented full-scale projects 
with the technology. ECC is nonetheless discussed here because it holds great potential for 
creating sustainable roads. It is a technology that should be explored and monitored further.

Scale of implementation. Site specific. ECC can be used in repairing roadways and bridge 
decks, and in constructing bridge piers (Li et al. 2004). 

Applicable locations and conditions. ECC can be used as a repair material or paving 
surface on any roadway.

Potential financing and markets. Because this technology is not yet widely used, no real 
market for it exists as yet. However, government transportation departments may become 
interested in the technology as it becomes more widely known outside academic circles. 
ECC research has been funded by several Japanese companies, including Kajima, Kuraray, 
and Shimizu, and by Wonha Construction in the Republic of Korea (Li 2003).

Further reading. Li 2003; Li et al. 2004; Keoleian et al. 2005; NetComposites 2005; 
Lepech et al. 2008; Minard 2009; Yang et al. 2009; Sahmaran and Li 2010; Gibson 2011; 
Yuan, Pan, and Leung 2013. 

Box 5.3  Engineered cementitious composite: An example

In 2005, engineered cementitious composite (ECC) was used as repair material on the underdeck 
of the Mihara Bridge in Hokkaido, Japan. The ECC for the bridge is 40% lighter than traditional 
concrete and has a projected service life of 100 years (Li 2003; NetComposites 2005).

Improve resilience of ports 
Maritime transportation will also be affected by climate change. For example, a rise in sea 
level will increase port flooding, more severe or frequent extreme events will heighten 
the risk of structural damage to ports and ships, and possible changes in wind speed and 
patterns will affect container loading and unloading. Hard protection can be provided 
to reduce this impact, or materials can be flood-proofed. These types of adaptation 
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are dealt with in Chapter 3. Here, the discussion centers on a specific type of emerging 
technology that can be implemented in ports to reduce the impact of rising sea levels and  
coastal storms. 

Technology: Active motion-dampening systems
Description: One of the biggest concerns for ports amid rising seas and coastal storms is 
the amount of movement that occurs between ships and quays when ships are moored, 
and the subsequent tension placed on mooring lines. Significant movement during large 
swells can increase ship downtime and create unsafe tension on ship lines. 

Active motion-dampening systems are automated mooring systems that serve alongside 
or in place of traditional mooring techniques. They can reduce the amount of tension on 
lines or even eliminate the need for conventional mooring lines altogether, thus helping to 
minimize the movement of the ship when it is at port. The systems can adjust automatically 
to tidal changes, swells, or other shifts in the sea level to quay height. The provision by 
the systems of real-time automated data on line tension and ship position to computers 
or mobile devices reduces the need for continual on-site monitoring and adjustment of 
moored lines. The wear and tear of buoys is minimized, and there is less need for crews to 
work in high-risk zones, especially during periods of extreme weather. Examples of active 
motion-dampening systems are the Cavotec MoorMaster and the ShoreTension. Useful 
in current climate conditions, such systems are even more so as sea levels rise and storm 
surges increase. 

Effectiveness. More desirable. These types of motion-dampening systems for ships at 
port can be very effective in reducing the motion of the ship at dock and, in the case of 
ShoreTension, reducing tension on mooring lines, especially during high wave events. In one 
study, the MoorMaster reduced the amplitude of the surge motion from about 3.28 feet to 
2 inches (Bont 2010). The reduction in motion resulting from the use of the ShoreTension 
system, on the other hand, is up to 50% more than that achieved with traditional mooring 
systems, according to the ShoreTension website (ShoreTension 2014). 

Relative cost. Intermediate. MoorMaster recently installed three projects around the 
world worth a total of $38 million. This cost included the installation, supervision, and some 
maintenance of the systems (PTI 2014). Each ShoreTension unit costs about $208,000, 
but this estimate does not include additional costs for installation, fitting, and maintenance 
that are also necessary (ECT 2013). 

Co-benefits. More desirable. Because these types of systems can significantly reduce 
vessel mooring time, vessels can shut down their engines more quickly, with attendant 
economic, environmental, and noise-reduction benefits. Also, these types of systems 
improve worker safety because fewer sailors are needed to moor the lines (World Maritime 
News 2012; Cavotec 2014; ShoreTension 2014). Active motion-dampening systems can 
also be used in more exposed ports, reducing the need to construct breakwaters and other 
hard wave-barrier structures. 

Co-costs. More desirable. There are few co-costs associated with the use of these systems.

Barriers. More desirable. There are few barriers to implementing these types of systems 
in ports.

Feasibility of implementation. More desirable. The technology exists and these types of 
systems are already in use in places throughout the world. 



Technologies to Support Climate Change Adaptation

96

Scale of implementation. Site specific. These systems would be used at quays in ports.

Applicable locations and conditions. A constant and reliable energy supply is needed 
for the MoorMaster system, so it should be installed only in ports with backup generators 
to maintain mooring in a power outage (Cavotec 2011). For the ShoreTension system, 
no energy supply is necessary after the system has been tensioned (Port of Rotterdam 
Authority 2013). 

Potential financing and markets. Both MoorMaster and ShoreTension are privately held 
companies. Currently, the Port of Rotterdam Authority is offering a discount of up to 10% 
on the purchase price of a ShoreTension system (ECT 2013).

Further reading. Becker et al. 2013; Bont 2010; Cavotec 2011, 2014; de Jong, Weiler, and 
Schouten 2012; ECT 2013; Port of Rotterdam Authority 2013; Brooke et al. 2014; PTI 2014; 
Scott et al. 2013; ShoreTension 2014; van der Burg 2008; World Maritime News 2012.

Manage transportation with technology

Technology: Intelligent transportation systems
Description. ITSs apply information and communication technologies to transportation. 
Computers, electronics, satellites, and sensors are playing an increasingly important role in 
transport systems. Although components of ITSs have been in use for several years, there 
has been a recent surge in interest in how ITSs can help countries adapt to climate change. 

ITSs have several applications, including several that will help make the transportation 
network more resilient and improve adaptive capacity to respond to extreme events. ITSs 
have the potential to provide adaptation benefits for road condition monitoring and for 
disaster preparation, management, and recovery. As climate change brings more extreme 
temperatures, which increase wear and tear on roads, it will be increasingly important to 
monitor road conditions, address hazards in real time, and maximize road maintenance 
resources. During extreme events, ITSs have the potential to play an important role in: 
routing for evacuation, for example, during contraflow; dynamically reducing speeds if 
conditions so dictate; identifying significant delays or crashes; moving traffic away from 
areas experiencing a natural disaster; or helping first responders know where to concentrate 
their rescue efforts. According to the global Transport Knowledge Practice (gTKP 2013), 

Information on atmospheric and other physical conditions may be integrated 
with Intelligent Transport Systems (ITS), such as automated traffic-control and 
traveler-advisory systems, to address transportation challenges. This information 
can include data on water levels, wind speed, early warning systems and flood 
hazard mapping for storms . . . as well as safety-related messages.

The following specific features of ITSs will improve climate resilience:

up-to-the-minute traffic information provided to motorists through tools such 
as advanced traffic signal control systems that can guide traffic to suit actual road 
conditions;

sensors used to monitor road conditions in real time, to facilitate the immediate 
dispatch of maintenance vehicles (such as snow plows) to mitigate hazardous road 
conditions;
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variable speed limit signs and dynamic message signs (DMSs) based on visibility, 
pavement, traffic, and vehicle classification data, to modify traffic speed and flow;

vehicular on-board units that act in a similar manner to a “black box” in airplanes, 
immediately sending a signal to a central processing center in case of an accident; and

automated ramp gates, lane-use control signs, flashing beacons, highway advisory 
radio, and DMSs, which can be employed to alert motorists to weather-related hazards 
and access restrictions on affected bridges, specific lanes, entire road segments, or 
designated vehicle types (e.g., high-profile vehicles).

Effectiveness. More desirable to less desirable, depending on the specific type of ITS. 
Given the broad nature and relative newness of the specific technologies, the effectiveness 
of ITSs is difficult to measure. According to Crainic, Gendreau, and Potvin (2008, Abstract), 
“It is certainly too early to make a definitive assessment of the effectiveness of Intelligent 
Transportation Systems.”

However, specific studies have begun to shed light on the effectiveness of various 
climaterelated ITS components. For example, a study done on user-provided real-time 
traffic collection via crowd sourcing (Leontiadis et al. 2011, 1546) demonstrated that “a 
decentralized approach can reduce traffic congestion”; however, a complete monitoring 
network of all streets needs to be in place in order to produce satisfactory results. Another 
study looked at the effectiveness of on-board units such as eCall or OnStar-type programs 
and found that using these types of units can reduce emergency service response time by 
“50% in rural and 40% in urban areas” (Martinez et al. 2010, 16). During an extreme event, 
these types of ITSs can help to pinpoint the hardest-hit areas and decongest traffic, and 
thus facilitate the emergency response. 

Relative cost. Intermediate to less desirable. ITS costs can vary considerably, depending 
on the specific type of technology in question. A recent ITS master plan developed for 
Hyderabad, India, by a team from the Japan International Cooperation Agency proposed 
a total ITS investment for the city of more than $200  million (ITS International 2013). 
Others have advocated an incremental approach, allowing municipalities to incorporate 
pieces of ITSs wherever and whenever they can (Yokota 2004). 

Co-benefits. More desirable. ITSs aimed at improving resilience to climate change have 
several co-benefits. They can work to improve traffic flow in general, thereby decreasing 
congestion and emissions of conventional air pollutants and greenhouse gases. ITSs can 
also reduce accidents. Additionally, the existence of an active market for ITS research, 
development, implementation, and monitoring which can help to create high-skilled jobs.

Co-costs. More desirable. No co-costs have been identified.

Barriers. Less desirable. Shaheen, Camel, and Lee (2012) identified several barriers to ITS 
applications, including privacy concerns, funding, and politics. Reliable energy supplies 
and internet access are needed for several types of ITSs. The decreased use of personal 
vehicles as public transportation options become more viable can also be a barrier to the 
use of ITSs that extract data from personal vehicles. Moreover, several aspects of ITSs, such 
as vehicle-to-infrastructure (V2I) sensors, require updated infrastructure, which can be 
costly (Shaheen, Camel, and Lee 2012).

Feasibility of implementation. More desirable. ITS applications—either incrementally or 
as part of a comprehensive plan—have already been implemented in cities throughout the 
world. The technology is available for implementation, although resources will be required 
to obtain and install the technology, train technicians and users, and monitor the systems. 
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In some ways, developing countries are at an advantage in ITS implementation because 
these systems can be integrated as infrastructure is built, rather than during a more costly 
retrofitting process. Developing cities can think proactively about how to integrate ITSs 
into their citywide transportation and emergency management plans (Yokota 2004).

Scale of implementation. Local or regional. ITSs can be implemented incrementally 
(Shaheen, Camel, and Lee 2012) or citywide. However, some studies suggest that partial 
implementation of ITSs reduces their effectiveness (Leontiadis et al. 2011).

Applicable locations and conditions. ITSs make the most sense in densely populated 
areas, and will be especially useful in areas that already face weather-related traffic 
problems. In view of Asia’s many large urban areas with traffic congestion problems, ITSs 
will be applicable across the region. With climate change projected to bring more frequent 
and intense rainfall, the benefits of ITSs may only increase.

Potential financing and markets. To date, most funding for ITSs has been provided 
from public sources or through public–private partnerships. There is potential for private 
companies to build and run ITSs in partnership with a city in return for generated revenue. 
Additional funding mechanisms could include international collaboration, incremental 
implementation, and tax policy changes (Shaheen, Camel, and Lee 2012).

Further reading. Yokota 2004; Lockwood 2006; Crainic, Gendreau, and Potvin 2008; 
Martinez et al. 2010; Leontiadis et al. 2011; Shaheen, Camel, and Lee 2012; City Climate 
Leadership Awards 2013; gTKP 2013; ITS International 2013.

Box 5.4  Intelligent transportation systems: Some examples

In 2013, Singapore received a City Climate Leadership Award from the C40 Cities Climate Leadership Group and Siemens 
for its intelligent transportation system (ITS). (The global award is given yearly in recognition of innovative leadership in 
climate change actions.) One feature of the system is the Expressway Monitoring and Advisory System, which tracks traffic 
and alerts motorists to accidents or congested areas. Singapore’s ITS can also warn the public in the event of an emergency 
and use various levers to reduce congestion for emergency vehicles (City Climate Leadership Awards 2013).

In Japan, ITS technologies have existed for several years. Within the Japanese government, ITS policies are housed in the 
Japanese Ministry of Land, Infrastructure, Transport and Tourism. According to Martinez et al. (2010, 7), such systems are 
viewed in Japan “as a new transport system [comprising] an advanced information and telecommunications network for 
users, roads, and vehicles.” 

Yokota (2004, 6) reports: “In Bangkok (Thailand), a private radio station operates a traffic information service that 
compiles traffic information from 200,000 listener members. Information from listeners is collated and broadcast. Also in 
Bangkok, traffic managers use images from CCTV cameras installed on toll roads to evaluate the traffic situation and enter 
[video messaging service] messages manually.”
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Transportation Sector Synthesis
The transportation-focused summary table (Table 5.2) presents the relationships among 
the nine projected categories of climate change impact, six1 related technology needs, and 
four adaptation technologies. See Box 5.1 (“Technology Evaluation Scoring Method”) at 
the start of Section 5.2 for further details about the scoring criteria. 

The “Financing” column in the table reflects the information on funding channels available 
in the literature reviewed for this report. To the extent possible, the funding channels for 
each technology are characterized in two ways:

Are funding channels primarily public or private, or a combination of both? “Public” 
funding channels refer to governments, intergovernmental and international 
organizations, and nonprofits, and “private” includes funding channels, to private 
companies and foundations. Where applicable, a specific designation indicates where 
public–private partnerships are relevant. 

Are funding channels established or emerging? Established funding is defined where 
there are various examples of funding that type of technology. The designation 
“emerging” funding is given in cases where there are limited examples of the technology 
in practice. 

An “uncertain” designation in either category is intended only to convey that insufficient 
information on this topic was identified in the literature review, which was conducted within 
the resource constraints of this research  project. In general, designations do not reflect 
an in-depth analysis of markets and financing options and should be viewed as preliminary. 

Two of the evaluated technologies constitute adaptive construction material technologies, 
which also address technology needs in the disaster risk management sector. ITSs, the third 
technology category, broadly encompass information and communication technology 
applications that cover all aspects of transportation, including disaster preparedness and 
recovery.

1  The impact and technology needs listed in Table 5.2 relate to those listed in Table 5.1, but do not match those 
precisely because they have been consolidated on the basis of similarities and common characteristics. 
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Table 5.2  Transportation sector summary

TRANSPORTATION

TECHNOLOGIES ASSESSED

See Water Resources

See Coastal Resources

Road 
damage

Damage to and 
interruption of 
transportation systems 
from extreme events 
and storm surge

Railway 
damage

Bridge 
damage

Inundation 
from sea 
level rise

Airport 
damage

Damage to 
seaports and 
maritime 
transportation

TECHNOLOGY NEEDS

Extreme event weather 
prediction and early-warning 
systems

Improved construction materials

Improved disaster management

Stormwater management 

Hard protection against flooding

Accommodation of flooding

SUMMARY OF TRANSPORTATION TECHNOLOGIES

 
5.2.1 Improve durability of road surface material 

  

  

 

 

 

 

 

 

CLIMATE CHANGE IMPACT

a The scoring of technologies for relative cost is based on research, but also reflects subjective judgment. The scoring does not capture the entire complexity of the cost estimates and 
should be considered alongside the full description in the text. 

b An “uncertain” indicator in the “Financing” column is intended only to convey that no information on this topic was identified in the literature review. (See the “Transportation Sector 
Synthesis” section of this chapter for details.).

Warm-mix asphalt

Engineered cementitious 
composite

Intelligent 
transportation systems

unknown

unknown

5.2.3 Manage transportation with technology

5.2.2 Improve resiliency of ports

Active motion 
dampening systems

Site-specific

Site-specific

Site-specific

Local to 
regional

See Coastal Resources

See Disaster Risk 
Management

Coastal 
flooding

Inland 
flooding

See Disaster Risk 
Management

Public and 
private

Uncertain
Public and 

private
Uncertain

Private
Emerging

Mostly public, 
some PPP
Emerging

More desirable Intermediate Less desirable

TECHNOLOGY EFFECTIVENESS CO-BENEFITS CO-COSTS BARRIERS
FEASIBILITY OF 

IMPLEMENTATION
RELATIVE 

COSTa
SCALE OF 

IMPLEMENTATION FINANCINGb
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CHAPTER 6

Water Resources

This chapter compiles information from published literature and expert knowledge 
on projected climate change impact within the water resources sector and the related 
technology needs, and gives examples of adaptation technologies. 

Section 6.1 presents the anticipated impact of climate change on water resources 
throughout the ADB regions, and connects it to technology needs that would help reduce 
countries’ vulnerabilities to that impact. 

Section 6.2 presents examples of technologies that meet those needs and evaluates their 
applicability to the context of Asian developing countries according to specific criteria. The 
technologies evaluated are:

rainwater harvesting,

surface-water storage,

interbasin water transfer,

aquifer recharge,

water loss reduction,
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water demand reduction,

desalination,

point-of-use (POU) water treatment,

wastewater treatment,

stormwater management and bioswales,

structural barriers to flooding,

nonstructural barriers to flooding, and

accommodation of flooding.

Section 6.3 synthesizes the adaptation needs and technology assessments to provide 
an inclusive overview of the water resources sector’s challenges and selected potential 
solutions. It also highlights interesting findings.

For detailed information on the methods used to develop this section, see Chapter 1. 

Climate Change Impact in the Water Resources 
Sector
Ensuring adequate water supply may prove to be a major challenge for much of Asia, a 
region heavily dependent on agriculture. Although it is uncertain how precipitation patterns 
will change, particularly at the local scale, climate change is happening on top of nonclimate 
drivers of water scarcity, including population growth, increasing per-capita domestic use 
of water, expansion of irrigated agriculture, industrial growth, and ineffective water resource 
management (IPCC 2014).

Climate change impact on water resources can basically be divided into three categories: 
too much water, not enough water, and degraded water quality. Most regions are projected 
to experience more extreme dry and wet conditions, forcing countries to cope with floods 
and droughts. Both extremes can result in water stress. 

East Asia
Seasonal precipitation variance in East Asia is already increasing. In the People’s Republic 
of China, precipitation has declined since 1965: summer monsoons have been heavier in 
warmer years and weaker in cooler years (USAID 2010). In Mongolia, autumn and winter 
precipitation has increased by 4%–9% over the past 60 years, but spring and summer 
precipitation has decreased by 7.5%–10% (USAID 2010). 

Southeast Asia
Southeast Asia is projected to experience increased temperatures, droughts, and flooding, 
along with changes in precipitation and runoff patterns and declining flows in the Red and 
Mekong rivers (Viet Nam MONRE 2005; Lobell et al. 2008; CSR Asia 2011). Even without 
the impact of climate change, the Philippines’ National Water Resources Board foresaw a 
water supply deficit occurring in 12 regions by 2025. The largest deficit is expected in Angat 
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Dam in Metro Manila. Water shortages already threaten major cities, and are being felt in 
many areas during the dry season. Watersheds are also exhibiting high variability in annual 
temperatures and continuously rising maximum temperatures. Changes in rainfall patterns, 
longer periods of drought, and saltwater intrusion into freshwater reserves are likely to have 
adverse effects on the supply of drinking water. A 2°C–3°C increase in annual temperature 
would constrain domestic water consumption in the Philippines (REECS 2010).

In Cambodia, an estimated two million people were affected by droughts in 1995, 1996, 
and 2002 (Christiansen, Olhoff, and Traerup 2011). In Viet Nam, Ho Chi Minh City’s water 
supply and wastewater plants could be affected by increased flooding that is expected to hit 
the city’s drainage systems and expose surface water and groundwater to heavily polluted 
sediments, causing increased salinity and other deterioration (ADB 2010a). The decline in 
water tables combined with the increase in drought and salinity risks could create problems 
in areas like Quy Nhon, where groundwater extraction currently exceeds the rate of natural 
recharge and demand is likely to grow in the future (ACCCRN 2009).

South Asia
In this region, the swelling population and agricultural development have heightened 
demand on already scant water supplies. Although South Asia has large quantities of water, 
its population of 1.5 billion constricts per capita supply. The region’s altered monsoon 
precipitation patterns and increased glacial melt could further reduce water supply and 
cause damage to inland fish stocks and variations in water levels ranging from severe 
flooding to severe low flows in the Ganges, Indus, Brahmaputra, Rapti, Tapi, and Saraswati 
rivers (Bandyopadhyay 2007; ACCCRN 2009; Xu et al. 2009; Lebel et al. 2010; CSR Asia 
2011; Sterrett 2011).

In India, water availability per capita is expected to fall from 1,820 to 1,140 cubic meters 
per year by 2050 (Kapur, Khosla, and Mehtal 2009). Sri Lanka also faces net depletion 
in groundwater volumes, as well as salinity intrusion in coastal aquifers (UNFCCC 2000). 
Glacier retreat and melting may affect Bhutan, India, and Nepal (Chettri 2003; Kapur, 
Khosla, and Mehtal 2009; Nepal MOSTE 2010). In atoll communities, such as those in the 
Maldives, rainwater is the main source of drinking water for up to 90% of the population, 
and reduced precipitation and saltwater intrusion into groundwater would present a serious 
threat (Maldives MHE 2010). Freshwater aquifers, already stressed from overextraction, 
could be totally depleted by prolonged dry periods. Water shortages are already common 
and were reported by 30% of the atoll population in 2004. Also, poorly constructed 
wastewater treatment and disposal systems are susceptible to damage from extreme 
climatic events (Maldives MOEEW 2008; Maldives MHE 2010).

Central and West Asia
Both droughts and flooding are concerns in this region as total precipitation undergoes 
a projected decline while an increase in low-frequency, high-intensity rains produces 
damaging floods and landslides. In Afghanistan, periodic droughts severely affect surface 
and groundwater supplies (UNEP, NEPA, and GEF 2009). Tajikistan also faces medium-
term water reductions (Tajikistan MONC 2003). In Armenia, total annual water flow is likely 
to be reduced by 15%–20% (UNDP and GEF 2003). Pakistan is already a water-stressed 
country and is on its way to becoming water scarce (Khan et al. 2011). The country may 
have to cope with the results of the rapid melting of northern glaciers (e.g., changes in the in-
season flow of the Indus River system, and glacier lake outburst flooding), erratic monsoon 
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rains, more intense and frequent extreme events, and higher evaporation rates related to 
elevated temperatures. Uzbekistan is also likely to experience higher temperatures leading 
to water stress (Uzbekistan MAH 2001). 

Pacific
Among small island nations, water stress could create or worsen food insecurity (Harhay 
2011). More frequent and intense extreme events leading to flooding, drought, increased 
temperatures, more variable rainfall, and rising sea levels could reduce water availability, 
damage water storage infrastructure, increase water pollution, raise operating costs for 
water systems, introduce saltwater into local drinking water sources, and add to the risk of 
waterborne diseases (SPREP 2012). In Samoa, saltwater intrusion caused by rising sea levels 
already contaminates freshwater aquifers in many coastal communities (Samoa MNREM 
2005). Samoans may also endure heavy rains and the consequent increased turbidity of 
water supplies, diminished water retention capacity of catchments, and droughts during El 
Niño and other Southern Oscillation events that reduce water availability (Samoa NCCCT 
1999). In Timor-Leste, erratic rainfall (combined with limited water infiltration of the soil 
due to the steep terrain, shallow soils, and sparse vegetation) increases the risk of water 
scarcity (Timor-Leste MED 2010). However, while many areas will experience negative 
effects on water supplies, rainfall variability may relieve water scarcity in other areas  
(SPREP 2012). 

Technology needs in the water resources sector
In the water resources sector, adaptation efforts must address the three problems 
of reduced supply, flooding and inundation, and degraded water quality. Technology 
applications can involve the construction and rehabilitation of water resource infrastructure 
or the adoption of water-efficient technologies and practices. Adaptive infrastructure 
can comprise early warning systems for extreme events; multipurpose dams for water 
storage and power generation; upgraded provincial waterways; flood control and drainage 
systems; and systems for storing, diverting, and sharing water during periods of scarcity 
(Tajikistan MONC 2003; Viet Nam MONRE 2005; Ahmed and Fajber 2009; Lebel et al. 
2010; REECS 2010; Christiansen, Olhoff, and Traerup 2011). “No-regrets” adaptations are 
water efficiency options, including water demand management, integrated water resource 
strategies, and simple practices such as household rainwater harvesting, all of which have 
many benefits even if climate change is not taken into account (UNDP and GEF 2003; 
ADB 2010a; REECS 2010; Sterrett 2011). Countries facing climate change impact on the 
water sector can also benefit from policy options such as groundwater extraction regulation 
or more flexible treaties and water-sharing agreements to solidify cooperative relationships 
(UNFCCC 2000; Lebel et al. 2010). 

Water resources impact matrix
Table 6.1 summarizes the impact and technology needs described, pointing to the potential 
for the application of adaptation technologies to reduce the vulnerability of the agriculture 
sector to the impact of climate change. This list of technology needs is not intended to be 
exhaustive. Specific examples of technologies to address these needs are analyzed in the 
“Adaptation Technologies in the Water Resources Sector” section, which follows the table.
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Table 6.1  Water resources technologies for climate change mitigation and adaptation
Projected impact of climate change Technology needs

Water supply
Reduced surface-water availability due to 
precipitation changes, increased evaporation, 
increased glacier melt

�� Improved water collection, storage, and distribution techniques*
�� Improved water-use efficiency*
�� Water recycling and reuse

Reduced groundwater availability �� Improved water-use efficiency*
�� Increased sustainable aquifer recharge*

Stormwater management
Increased flooding due to extreme weather 
events

�� Improved extreme weather event prediction and early warning 
systems*

�� Improved stormwater and flood management using both gray and 
green infrastructure*

Water quality
Saltwater intrusion �� Barriers to saltwater intrusion*

�� Increased sustainable aquifer recharge*
�� Increased water treatment*
�� Desalination

Reduced surface water quality �� Increased water treatment*
�� Improved stormwater management to prevent contamination of 

surface water*
�� Source water protection

* Indicates crosscutting technologies that can be used in several sectors and have at least one or more characteristics in common with another technology 
need.

Further reading
ACCCRN 2009
ADB 2010a
Ahmed and Fajber 2009
Bandyopadhyay 2007
Chettri 2003
Christiansen, Olhoff, and Traerup 2011
CSR Asia 2011

Harhay 2011
Kapur, Khosla, and Mehtal 2009
SPREP 2012
Sterrett 2011
Tajikistan MONC 2003
Timor-Leste MED 2010

UNDP and GEF 2003
UNEP, NEPA, and GEF 2009
USAID 2010
Uzbekistan MAH 2001
Viet Nam MONRE 2005
Xu et al. 2009

Adaptation Technologies in the Water Resources Sector
Climate adaptation for the water resources sector involves reducing vulnerabilities through integrated solutions for 
balancing the tradeoffs between water availability and increasing demand, in order to cope with uncertainty and 
change (IPCC 2014). This section plays up examples of technologies and technology groups that can be used as part 
of an approach to maintaining and, if possible, improving (i) water quantity, (ii) water quality, and (iii) adaptation to 
inland flooding (see Chapter 3 for further discussion on coastal flooding adaptation technologies). 

The list of technologies presented here is not exhaustive, and is meant to show how technologies can reduce 
climaterelated vulnerabilities. The order in which the evaluated technologies are discussed in this section is not 
intended to convey preference, ranking, or recommendation. For a quick, side-by-side comparison of all evaluated 
technologies, the “Water Resources Sector Synthesis” section presents a summary table.
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Some additional, relevant technologies related to extreme weather event prediction, 
vulnerability monitoring, and early warning systems are addressed in Chapter 7.

Since the water resources sector is so closely linked with agriculture, this chapter has 
many references to Chapter 2, which deals with that sector and particularly irrigation, the 
major water consumer. Several agricultural technologies evaluated in Chapter 2, such as 
pressurized irrigation technologies, involve managing water use effectively at the field level. 
Many of the technologies assessed in Chapter 6, such as surface water storage, support 
system-level adaptation. 

Water quantity
Projected climate impact on water quantity in Asia may consist of a decrease in precipitation 
(i.e., drought), an increase in precipitation (leading to flooding), or a change in the timing 
and duration of precipitation, as well as the melting of snow and ice. Water resources will also 
be increasingly burdened by competing needs resulting from population growth, increased 
urbanization, agriculture, and other factors. Adaptation technologies that focus on making 
the most efficient use of existing water resources will become increasingly important under 
these conditions and can include technologies such as rainwater harvesting, surface-water 
storage, interbasin water transfer, aquifer recharge, water loss reduction, and water demand 
reduction. Other technologies related to water quantity, including desalination and water 
reuse or recycling, can be used to develop new sources of water. The largest use of water is 
in agriculture, and many technologies and policy tools have been developed to reduce water 
demand and address evapotranspiration issues in the sector. These technologies and policy 
tools are discussed in Chapter 2. Other topics relevant to water are examined throughout 
the other chapters as well; among these are glacial lake outburst floods (discussed in 
Chapter 7) and coastal flooding protection (in Chapter 3).

Box 6.1  Technology evaluation scoring method

The technologies are scored against nine criteria: effectiveness, relative cost, co-benefits, co-costs, barriers, feasibility of 
implementation, scale of implementation, applicable locations and conditions, and potential financing and markets. The 
scoring is based on research, but also reflects subjective judgment. Scores range from “more desirable” to “intermediate” 
and “less desirable.” Because of their summative nature, the scores do not capture the full complexity of each category 
and should therefore be considered alongside the full description in the text. See Chapter 1 for more information on the 
scoring methods.

For water resources, the scores are compared on the basis of the following scale:

More desirable = less than $10 per unit

Intermediate = $10–$10,000 per unit

Less desirable = more than $10,000 per unit.

For all the categories (but especially for rainwater harvesting, reservoirs, aquifer recharge, water loss reduction, and 
water demand reduction), estimates are subjective and are based on the information in the “Relative cost” subsections  
in the text.
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Technology: Rainwater harvesting 
Description. Rainwater harvesting (which can be implemented in conjunction with 
water storage technologies) consists of a variety of techniques for collecting and storing 
precipitation in wells, cisterns, or reservoirs. Some rainwater harvesting techniques use 
groundwater recharge or soil moisture retention, while others collect water in cisterns or 
other storage tanks. Ponds, cisterns, and tanks are often household or small community 
features built to capture rainwater or surface runoff. The simplest options are hand-dug 
excavations, commonly called dugouts, which can be lined with rock, mortar, or polyethylene 
sheets to prevent infiltration. Storage tanks should be covered to prevent contamination 
and insect breeding, as well as to minimize evaporation. In some cases, the rainwater 
collected is further treated to potable standards. Emerging technologies available for 
treating collected rainwater include nanoalumina and photodisinfection. Water electrolysis 
has the potential to be a very promising technology for water disinfection in the future and 
should be monitored.

Effectiveness. More desirable. Rainwater harvesting can be highly effective in 
supplementing or augmenting household and community water supplies. Rainwater 
harvesting can also be used to supplement water for rainfed and irrigated agriculture 
(Oweis and Hachum 2004). In rural areas, the effectiveness of rainwater harvesting can 
be enhanced through a shift away from the use of traditional roof materials, such as grass 
thatch and dried mud, and toward more impervious roofing materials, such as metal and 
ceramic tiles.

Relative cost. More desirable (for small-scale systems) to less desirable (for large-scale 
systems). Distributed harvesting systems can be less costly than centralized systems 
because infrastructure is not required to distribute water from a centralized facility to 
the end user. Rainfall is automatically delivered to the tank or the ground. Operation and 
maintenance costs are also quite low because of the relative simplicity of the system. The 
costs of designing and implementing a rainwater harvesting system depend on the scale 
and location. For a household, a rooftop system requires a cistern, piping, and a sufficiently 
supportive roof. Roofs or drainage systems may have to be modified, and filtration or 
treatment may be required. If water is to be used for irrigation, the piping will cost more than 
household pipe installation. The costs of larger systems can be significantly higher, as they 
will cover construction and associated distribution infrastructure, although economies of 
scale may reduce per-unit costs. The design, construction, and management requirements 
of large-scale systems are also greater.

Co-benefits. More desirable. Rainwater harvesting can provide a number of environmental 
co-benefits. Ecosystem benefits can include shallow groundwater recharge, reduced soil 
erosion, and increased flood control through stormwater capture, and reduced demand 
on surrounding surface and groundwater resources. Vulnerability to the impact of extreme 
weather events can be reduced as household water supplies have a buffer against public 
water supply disruptions. Households can also spend less on water, and more on other, 
more productive uses of capital. Environmental co-benefits include lower greenhouse gas 
(GHG) emissions than conventional water treatment and supply. 

Co-costs. Intermediate. Rainwater harvesting can have the following co-costs: an increase 
in disease vectors due to improperly maintained systems, reduced or diverted downstream 
water flows, and increased vulnerability to drought and reduced rainfall (Arunachalam et al. 
2010).

Barriers. Intermediate. Significant participation by users is required to achieve high 
penetration. In addition, the rainwater harvesting systems must be continually maintained 
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and monitored to prevent potential contamination and water losses due to leakage and 
evaporation. In the case of community-scale systems, the use of public space and funds, 
and management arrangements for the systems must be agreed on. Developing incentive 
programs for individuals or designing, siting, and constructing community-scale systems 
may demand more time.

Feasibility of implementation. More desirable. Rainwater harvesting has been used 
extensively in South Asia, Southeast Asia, and the Pacific (see Box 6.2). Distributed 
rainwater harvesting is highly feasible because of the low relative costs of materials and 
maintenance, and the low capacity requirements. The technology can provide an alternative 
way of improving water supplies in the short term. It is a quick, low-cost, and highly feasible 
adaptation to insufficient water supplies or water quality that can be implemented at the 
household or community level. 

Scale of implementation. Household or community. Rainwater harvesting is most 
commonly implemented at the household and community levels. The sustainability 
of rainwater harvesting systems depends on proper maintenance and use. Thus, the 
stakeholders must be actively involved in the design of such systems.

Applicable locations and conditions. Rainwater harvesting is most appropriately used 
in areas with regular rainfall and limited or threatened surface and groundwater supplies 
or limited distribution systems. This technology can be implemented at the household, 
community, or municipal scale, but is particularly advantageous where rainfall variability 
and the risk of flood or drought are foreseen to increase. While especially appropriate to 
rural areas, rainwater harvesting is also suitable for urban settings. 

Potential financing and markets. Financing for distributed rainwater harvesting systems 
is likely to involve small-scale lending programs for households and communities. In areas 
with sufficient rainfall and high-cost conventional water systems, the up-front costs of 
a collection system can be repaid over time in reduced water purchasing. Larger-scale 
systems require more initial capital and will involve a longer repayment period. 

Further reading. UNEP 1998; Oweis and Hachum 2004; Barron 2009; Arunachalam et 
al. 2010. 

Box 6.2  Rainwater harvesting: An example

Majuro, the largest atoll in the Marshall Islands and also its largest city, relies primarily on harvested rainfall and groundwater 
for its water needs (UNEP 1998). The major source of water is a rainfall catchment system at the airport operated by 
the Majuro Water and Sewer Company. This catchment system captures rainfall on a section of the airport runway and 
sand-covered areas adjoining the runway. The total storage capacity is 144 million liters. Water from six of the reservoirs 
is filtered through two large sand filtration systems and then chlorinated before it is delivered to Majuro City through two 
pipelines. Most city households also have roof and gutter rainfall collection systems (between 3,785 and 7,571 liters in 
storage capacity). Estimates indicate that these rainfall harvesting systems could provide between 56,781 and 90,850 liters 
of water per year.
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Technology: Surface-water storage 
Description. Water storage allows water to be collected when plentiful and retained in 
reservoirs, cisterns, tanks, and ponds for future use. Reservoirs are artificial lakes used 
for water storage and regulation. Simple earthen dams are typically built to create small 
reservoirs, which tend to be shallow, contain low volumes of water, and can be drained every 
year with use (FAO 2010; Nelson 2011). To form larger reservoirs, a dam is constructed 
across a stream, river, or drainage system. Natural lakes and wetlands can be modified or 
enhanced to improve their ability to store water. Besides supplying downstream urban users, 
large reservoirs may also support agriculture, meet industrial needs, generate hydropower, 
and contribute to effective flood control. Some provide multiyear carryover of water and 
can be particularly important in prolonged dry periods. Water in reservoirs may also be 
released to improve in-stream flows for ecological purposes during periods of low flow or 
high temperatures.

Effectiveness. Intermediate. Water storage can be effective in smoothing out fluctuations 
in water demand over time, particularly in response to increased variability of precipitation. 
Large reservoirs can effectively store and supply water. Small, uncovered reservoirs, on the 
other hand, have been found to lose an average of 20% of stored water to evaporation 
(Wisser et al. 2010). The effectiveness of reservoirs in storing water depends on appropriate 
siting, construction, and maintenance to minimize evaporative loss and leakage. In general, 
the effectiveness of water storage depends on the ability to reduce water losses due to 
evaporation and infiltration, and to avoid contamination. 

Relative cost. Intermediate to less desirable. The costs of water storage depend on the 
scale of implementation. For example, rainwater cisterns can cost anywhere from a hundred 
to several thousand dollars. Similarly, there is a wide range of reservoir costs depending 
on the size and type of reservoir. A report by the Food and Agriculture Organization of 
the United Nations (FAO 2010) on a mid-range-cost reservoir in Zambia—an 11-meter 
earth dam built for irrigation that cost $1.47 per cubic meter of water stored and $7,715 
per irrigated hectare—noted that “per hectare cost is a useful way of comparing dam sites 
where irrigation is involved and can be done for just the cost of the dam alone or for the 
combined costs of the dam and its attendant irrigation scheme” (FAO 2010, 110). 

Large reservoirs, as already mentioned, can be quite costly because of their design, 
construction, and management requirements and their associated distribution 
infrastructure. But even smaller scale storage systems require ongoing maintenance to 
avoid water losses and contamination. 

Co-benefits. More desirable. Water storage can reduce demand on surrounding surface 
and groundwater resources. Households can become less vulnerable to disruptions in 
public water supplies resulting from droughts or floods, and can also put their funds to more 
productive use if they spend less on water. 

Also, people in developing countries, particularly women and girls, devote a large part of 
their day to walking long distances (6 kilometers per day on average) just to retrieve water 
for their household needs. Making water more available by creating a nearby source can 
save significant time, which then can be spent on other productive and human development 
activities, such as crop production and education (FAO 2010).

Environmental co-benefits include lower GHG emissions compared with conventional 
water treatment and supply. Large reservoirs can also provide opportunities for recreation, 
agriculture irrigation, power generation, and flood control. 
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Co-costs. Less desirable. The co-costs of smaller-scale water storage can include the 
disruption of natural stream flows with consequent environmental impact, as well as an 
increase in disease vectors due to improper maintenance of systems. When large reservoirs 
are considered, the impact becomes more severe. Large reservoirs can have large social and 
environmental costs, such as negative effects on riverine ecosystems (e.g., irreversible loss of 
species), deposition of silt and the associated impact on downstream agriculture, and social 
impact on riverside communities, including displacement. Vulnerable groups tend to bear a 
disproportionate amount of the social and environmental costs of large dams, often without 
receiving their share of the dam’s benefits and services. Reservoirs can also release methane 
from the decomposition of organic material in the water (WCD 2000; IWMI 2009).

Barriers. Less desirable. The systems must be continually maintained and monitored to 
avoid contamination of supply. Political and community support is necessary to support 
the building and maintenance of a community- or regional-level system. Far too many 
earth dams are built with no regard for local regulations and proper engineering practices. 
Appropriate dam construction involves safety and construction inspections and permits, 
water rights, abstraction licenses, environmental regulations, concessions, tenure systems, 
and other legal factors (FAO 2010).

For large reservoirs, there are additional barriers, including their high cost and social and 
environmental impact. They also require proper siting. Their construction takes up a 
significant amount of space and can involve moving people or even towns that were located 
on the reservoir site. Furthermore their maintenance and monitoring requirements, to 
reduce the likelihood of contamination, are considerable.

Feasibility of implementation. More desirable. Smaller-scale storage is feasible because 
of the low relative cost of materials and maintenance, and the low capacity requirements. 
FAO (2010, 7) notes: 

Dams up to 15  meters high, when built on suitable sites and correctly designed 
and constructed using good earthwork materials, can be built using relatively 
unsophisticated design procedures and equipment. . . . Smaller earth dams require 
minimal maintenance (unless in difficult locations or in extraordinary climatic 
situations), and are better able to withstand foundation and abutment movements 
than the more rigid concrete and masonry structures.

Larger reservoirs are well-established technologies in both developed and developing 
countries. Construction requires some sophistication to minimize water loss and other 
co-costs. A suitable location is needed in part to reduce evaporative and leakage losses 
(see the “Technology: Water Loss Reduction” subsection below for further information). 
Also, because of the potential social and environmental impact, public concerns can greatly 
delay or even prevent the construction of large reservoirs. Centralized reservoir systems are 
better suited to larger municipalities and regional cooperatives; smaller-scale systems, to 
individual communities and rural areas. 

Scale of implementation. Household to regional. Water storage systems can be 
implemented at the household, community, or regional level. Reservoirs can range in size 
from small pond–sized water bodies with low volumes of water, to large reservoirs several 
kilometers across formed by constructing a dam across a stream, river, or drainage system. 
Because of the high costs of maintenance, a centralized community- or regional-level system 
may be more feasible where resources can be pooled to maintain the system and stakeholders 
take an active part in the design of the water storage system. The use of public space and 
funds for such a system, as well as the management arrangement, must be agreed on. 
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Applicable locations and conditions. Water storage systems are most appropriately 
set up in areas with irregular precipitation, limited or threatened surface and groundwater 
supplies, or limited distribution systems. They are particularly advantageous where an 
increase in rainfall variability and the risk of drought is anticipated. Reservoirs are best 
suited to areas with large natural basins for storage through which a river flows, and 
variable precipitation rates throughout the year. They may be especially effective in areas 
where the maximum precipitation rates occur at different times of the year rather than  
during peak demand. Furthermore, “embankment dams have many advantages over 
equivalent concrete structures and are most appropriate for farm or other rural situations” 
(FAO 2010, 7). 

Potential financing and markets. Many water storage systems are likely to be financed 
through small-scale lending to households and communities (see Box 6.3). For large 
infrastructure projects like reservoirs, funding is often obtained through national or 
international development mechanisms. To capture future revenues from reservoirs, 
distribution must be well organized to avoid losses through nonrevenue water. 

Further reading. WCD 2000; Irrigation Australia 2007; UNEP 2007; de Bruin et al. 2009; 
IWMI 2009; FAO 2010; Rakhmatullaev et al. 2010; Wisser et al. 2010; Nelson 2011; Cheng 
and Hu 2012; Healy 2012.

Box 6.3  Surface-water storage: Some examples

In the village of Mitradanga, Bangladesh, a national nongovernment organization, the Christian Commission for 
Development in Bangladesh, has implemented a water storage system as part of a climate adaptation program (Healy 
2012). Funded by the UK charity Christian Aid, the program has built rainwater collection and storage tanks on plinths 
elevated above projected flood levels.

A number of countries in Central Asia have developed large reservoirs to provide irrigation water storage and to generate 
electricity (Rakhmatullaev et al. 2010). Uzbekistan is home to 55 large-scale water reservoirs managed by the Ministry of 
Agriculture and Water Resources. Rakhmatullaev et al. (2010) recommend various measures to improve the management 
of these resources. Among their recommendations are (i)  prioritizing small hydropower schemes with less impact on 
riparian zones, (ii)  improving institutional and legal frameworks to encourage cooperation among relevant actors, and 
(iii) adopting a more explicit focus on sustainability in managing water resources.

Technology: Interbasin water transfer
Description. Interbasin water transfer refers to projects that transport water from one water 
basin or catchment area to another via canals, tunnels, bridges, or stream flow rerouting. 
Water is typically transferred from water-rich to water-poor areas to address water scarcity 
issues. Some transfers are achieved through gravity alone, while others must use a pumping 
system. Water diversion projects of this type have been used for centuries to help solve 
problems of scarcity resulting from population growth, economic expansion, or increased 
use of irrigation water in agriculture. Today, such projects can be found worldwide and are 
also used for hydropower generation. 

Effectiveness. More desirable. Water transfers can be extremely effective in addressing 
imbalances in water supply and demand. Several major cities around the world rely on 
them for water supplies. Especially given the likelihood of an increase in extreme wet and 
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dry areas in a changing climate, interbasin transfers can be an effective way of leveling out 
water distribution between these regions (Zhang et al. 2012). 

Relative cost. Less desirable. In addition to initial engineering, design, and construction 
costs, maintenance costs ranging from energy needed to run pumps to structural upgrades 
must also be considered. For example, initial estimates for the PRC’s South–North Water 
Transfer Project are anywhere from $65 billion (Moore 2013) to $498 billion (Liang 2013). 
Other factors to consider are costs of relocating people to make way for the project, 
opportunity costs of recreation and ecological valuation in the donating basin, and impact 
on water pricing in both basins.

Co-benefits. Intermediate. Water transfer projects, when coupled with dams and other 
water infrastructure projects, can provide the co-benefit of flood control and hydropower 
generation (Liu et al. 2013). Additionally, transfer projects require a large workforce for 
design and maintenance, and provide security value to the local economy. They also have 
the potential to increase food security by supporting agricultural production. 

Co-costs. Less desirable. The co-costs of interbasin transfer are high. One major area of 
co-costs is environmental damage resulting from the project’s construction and changes 
made in ecosystems. The ecosystem of the providing river basin is adversely affected 
through changes in discharge rates, decline in fish populations, issues of water quality, and 
soil erosion (Zhang 2009; Liu et al. 2013). Additionally, indirect economic losses to the 
donating area, such as the lost revenue from recreation, are not always adequately captured 
(Yevjevich 2001). In the receiving basin, increases in water supply can result in increased 
population, as well as ecosystems changes due to the arrival of additional water. Finally, 
many large-scale water transfer projects involve population displacement, which can 
disrupt lives and livelihoods. For example, the South–North Water Transfer Project in the 
PRC (see Box 6.4) displaced 402,000 people (Liu et al. 2013).

Barriers. Less desirable. Water transfer projects require significant engineering, planning, 
design, and construction. Because of their size and impact, especially on displaced 
individuals, transfer projects also need broad political support. 

Feasibility of implementation. Less desirable. Water-basin transfer projects can be a 
complex undertaking. Besides engineering design, they also require geomorphological, 
geologic, and hydrologic considerations. When they cross political boundaries, particularly 
given the national, legal, and political implications around border control, water rights must 
also be considered (Yevjevich 2001). 

Scale of implementation. Community to regional. Water transfer projects can occur at 
any scale, but are typically large and done at a municipal, national, or regional level.

Applicable locations and conditions. Water transfer projects are an option for any area 
facing water scarcity, but because of their large scale, they are usually considered only in 
cases of severe water shortage. 

Potential financing and markets. Financing for water transfer projects can be difficult 
because of their high costs. Private financing in particular may be difficult to secure, so 
public financing may be needed.

Further reading. Yevjevich 2001; Roy, Barr, and Venema 2011; Zhang et al. 2012; Liang 
2013; Liu et al. 2013; Moore 2013. 
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Technology: Aquifer recharge
Description. Aquifer recharge (also called groundwater banking, managed aquifer recharge, 
or aquifer storage and recovery) can be used to store water, prevent saltwater intrusion, and 
remedy past overextraction. Aquifer recharge can be useful in areas with varied seasonal 
runoff patterns, particularly if the season of high water demand coincides with low runoff. 
Even minor civil engineering works (e.g., building simple mounds along contours in fields 
or simple structures to slow runoff) can increase infiltration, and make water available 
longer into the dry season. In simple applications, old and abandoned wells can be used for 
recharging water. New wells can also be drilled or dug for this purpose. Infiltration basins, 
consisting of shallow ponds with a permeable (sand) bottom, can be designed to promote 
infiltration in aquifers. Note that irrigation losses can also contribute to aquifer recharge. 
See Chapter 2 for further information.

Effectiveness. More desirable. Groundwater storage and recharge can be valuable in 
maintaining water levels and ensuring the quality and availability of water for current and 
future uses. Relative to reservoirs, aquifer storage eliminates evaporative loss and reduces 
(but does not eliminate) the likelihood of contamination. Shah (2009, 181) notes: “The 
response of aquifers to droughts and climatic fluctuations is much slower than that to 
surface storages; as a result, compared to surface storages, aquifers act as a more resilient 
buffer during dry spells, especially when they have large storages.” 

The effectiveness of artificial aquifer recharge is dependent on both physical and technical 
conditions and socioeconomic conditions (Gale et al. 2002). Physical and technical 
determinants of effectiveness consist of soil type, source water, storage capacity, recharge 
method, and maintenance schemes. Reclaimed water represents one source of water for 
recharge. To reduce water loss from leakage, a geologic characterization of the candidate 
aquifers must be performed. Socioeconomic conditions comprise demand for groundwater, 
the cost of recharge, incentives for maintaining recharge activities, and the existence of a 
package of wider management interventions. A major advantage of storage in the ground is 
the absence (or near absence) of evaporation.

Relative cost. Intermediate. The infrastructure costs of aquifer recharge are relatively low. 
However, costs and energy use associated with pumping can be significant. 

Co-benefits. More desirable. Increasing water storage can have benefits beyond increasing 
water supply. For example, projects that rehabilitate or protect wetlands to increase 
groundwater infiltration can also provide significant environmental benefits. In addition, 

Box 6.4  Water transfer: An example

The largest water-basin transfer project in the world is the South–North Water Transfer Project in the 
People’s Republic of China. The project, which stretches over 2,900 kilometers from its east to its middle 
and and west stages, will divert 44.8 billion cubic meters of water per year from the water-rich south 
to the water-scarce north (Liu et al. 2013). This water will help address scarcity issues in agriculture, 
industry, and household uses. After a 50-year feasibility study, the project began in 2002 and is due for 
completion by 2050 (Zhang 2009). The project is expected to generate a $45 billion increase in annual 
income, add about 1,900 hectares of irrigated land, and convert 470,000 square kilometers of desert to 
irrigated land (Liang 2013).
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aquifer recharge can improve water quality (Gale et al. 2002). The Commonwealth 
Scientific and Industrial Research Organisation (CSIRO) Water Reuse Technologies 
project in Australia has found that injecting sewage water into an aquifer can produce 
water suitable for irrigation in 30–40 days (Stemp-Morlock 2007). Another co-benefit 
of artificial aquifer recharge involves its use as a measure to prevent saltwater intrusion. 
Recharging depleted aquifers may also reduce the risk of surface subsidence or reverse it. 

Co-costs. More desirable. Groundwater recharge can have co-costs. Recharge projects can 
raise the water table, leading to water surfacing in new areas. Flows into wetlands and other 
low-lying areas can accordingly increase. On the other hand, recharging groundwater may 
change water quality by mobilizing contaminants such as arsenic and other contaminants 
present in the ground.

Barriers. More desirable. Perhaps the biggest barriers to aquifer recharge are the siting and 
pumping costs. In areas with little available water and low precipitation rates, finding water 
supplies may also be difficult. 

Feasibility of implementation. More desirable to intermediate. Recharge by infiltration 
ponds is the most feasible type of aquifer recharge as it requires less expertise and capital 
investment than pumping (see Box 6.4).

Scale of implementation. Community. There are trade-offs between the amount of 
storage provided and the complexity and cost of implementation. For example, soil 
moisture improvements can be easily implemented but will provide only a small amount 
of storage. Large underground reservoirs are the most complex and expensive, but they 
provide a large amount of storage. Developing a sustainable solution requires balancing the 
amount of storage needed with the resources available for implementation. 

Potential financing and markets. Aquifer recharge is most likely to be effective where 
aquifers have become depleted and surface water supplies are available. The administrative 

Box 6.5  Aquifer recharge: Some examples

In the Phitsanulok Province of Thailand, a pilot recharge project was conducted between 2009 and 
2011 (Uppasit et al. 2013). The project tested the use of infiltration ponds to address overextraction 
of groundwater for irrigation. A number of scenarios were examined. The most effective method of 
recharging the aquifer involved a combination of recharge and reduced extraction.

In the Fergana Valley in Central Asia, a combination of factors has contributed to increased competition 
for water among upstream and downstream users, with water shortages in the range of 2,000–3,000 
cubic meters per year affecting downstream water users in summer and excessive winter flows of a similar 
magnitude that go unused. Projected climate change impact will worsen the situation with a 6%–10% 
reduction in river flow by 2050 and increased frequency of extreme, high, and low flows. Several pilot 
and modeling studies indicate that managed aquifer recharge in the Fergana Valley and elsewhere in the 
Syrdarya River Basin could provide enhanced adaptive capacity for water management in this area, shifting 
over 500,000 hectares, or 55% of the currently irrigated land, from canal irrigation to conjunctive surface 
water–groundwater use. More positive outcomes can be achieved through simple technologies, such 
as infiltration basins and enhanced natural recharge from riverbeds, and provision for enhanced natural 
recharge from river plains, which is effective in sustaining groundwater storage and preserving the high 
quality of groundwater in small river basins (Karimov et al. 2013).
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requirements of managing extraction and recharge suggest that aquifer recharge will be 
most effective in areas with high civic capacity. Little private incentive exists for investment 
in aquifer recharge. Public funding or regulatory requirements are likely to be necessary to 
encourage sustainable recharge programs.

Further reading. Gale et al. 2002; Stemp-Morlock 2007; Shah 2009; Karimov et al. 2013; 
Uppasit et al. 2013.

Technology: Water loss reduction technologies
Description. Water losses can occur during storage, transmission, or delivery through 
evaporation, leakage (often due to aging infrastructure), or improper, illegal, or uncontrolled 
use. While estimates of these losses vary substantially between countries and climates, all 
studies indicate that the losses are substantial, and they are likely to increase with rising 
temperatures. In India, the Water Management Forum (WMF) has indicated that the 
total water loss from large, medium, and small storage facilities—60,000 million cubic 
meters—would meet the entire municipal and rural water needs of India (India CWC and 
BPMO 2006). In Turkey, Gökbulak and Özhan (2006) estimate a total evaporation loss 
from reservoir and lake surfaces in excess of the country’s annual domestic and industrial 
water consumption. Fully 40%-50% of the water produced from worldwide is nonrevenue 
water, including unbilled water uses and losses due to leakage, says the World Bank (2008). 
Reducing water losses will increase water available for use and bring down demand on 
surface water and groundwater supplies. 

The various techniques for reducing water losses are as follows:

For reducing water losses from reservoirs

providing tree cover for reservoirs;

using deeper reservoirs or underground water storage to minimize the exposed surface 
area;

planting vegetation to reduce wind impact;

adding a cover to reduce evaporation;

using evaporation retardants; and

lining reservoirs to reduce seepage.

For reducing water losses during distribution 

implementing an active leak detection program;

identifying illegal taps and reducing losses from illegal connections;

installing or calibrating water meters;

reducing leaks and main breaks by rehabilitating and replacing water mains;

installing pressure control equipment to reduce pressure at night, thus reducing losses 
from leaks; and

developing an “asset management” strategy for maintaining and improving existing 
infrastructure.
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Box 6.6  Water loss reduction: An example

The rehabilitation of the Nahre Karim canal in Afghanistan, supported by the United States Agency for International 
Development (USAID), reduced water loss by building a 2,910-meter retaining wall, installing 24 small and 3 large water 
distributors, building three culverts to facilitate the transportation of farm products, and improving four older passages to 
avoid flood damage to the canal. By preventing water loss, the project was also able to provide irrigation to an additional 
100 hectares of land in Ahmadzai Village (USAID/Afghanistan 2011).

For reducing water losses during irrigation (see also Chapter 2)

addressing leaks and wall breaks;

dredging waterways and removing materials that obstruct flow; and

reducing theft from canals.

Effectiveness. More desirable. For large reservoirs, water losses are most effectively 
controlled through site selection, design, and operation of the reservoirs. Site selection, 
the most important factor for large reservoirs, will determine reservoir depth, and geologic 
considerations can minimize seepage losses. Canals in sandy soils lose more water than 
canals in heavy clay soils. Lining canals with bricks, plastic, or concrete controls seepage 
and may significantly reduce water losses. A process known as “colmation” involves sealing 
porous soils with small soil grains that enter the pores during watering. But even lined canals 
can experience significant water losses without proper operation and maintenance (O&M). 

However, water losses related to an individual project or intended use may not actually 
constitute water lost at a larger hydrological scale (e.g., basin, region). For example, some 
irrigation losses can result in aquifer recharge and, therefore, water is still ultimately 
recoverable (Perry et al. 2009).

Relative cost. More desirable to intermediate. A major source of water loss is aging 
infrastructure, which is costly to repair or replace. Leak detection and repair can also be 
costly, depending on the size of the system. Cost assessments should be made to evaluate 
the economic losses from leakages versus the resources required to reduce the water 
losses. Covering or lining storage facilities to reduce evaporation is most cost-effective for 
small facilities. Lining canals is efficient but expensive, although costs vary from concrete 
linings, the most expensive option, to colmation, the least expensive. In fact, this method is 
rarely used, despite the significant reduction in water losses that it can achieve, because of 
the expense involved. While water is typically undervalued, climate change will affect the 
availability of water, thereby increasing its value and the economic benefit of strategies for 
reducing water losses. The market for water loss reduction depends on the costs of water 
and the distribution of incentives for addressing losses.

Co-benefits. More desirable. Reducing water losses can produce a number of co-benefits. 
Reducing the amount of water lost in transmission means that less water has to be pumped 
to deliver the desired volumes to the user locations (see also Box 6.6). Energy will be saved 
in the process, and GHG emissions will be reduced. In addition, minimizing leaks in water 
distribution systems will make it harder for pathogens and other contaminants to enter 
potable water supplies, and help maintain adequate water pressure at hydrants to provide 
protection against fires. Reducing large-scale leaks will keep water tables from rising and 
causing damage to building foundations and other critical infrastructure, or creating 
seepage areas where mosquitoes and other disease-spreading pests may breed.



Water Resources

117

Co-costs. More desirable. In some circumstances there may be indirect environmental 
impact from the construction associated with building or repair work. 

Barriers. More desirable. Aging water distribution infrastructure, the lack of resources for 
O&M, and limited control against unauthorized access call for priority attention. Among 
the biggest barriers to water loss reduction is the paucity of research into such losses, 
cost–benefit analyses of repairs, and proper building or repair technologies. To identify 
water losses and illegal taps, leaks must be surveyed and inspected and accurate utility 
and customer meter data must be maintained. Split incentives, in which the party that 
finances the mitigation measures does not benefit from the reduced losses, can hinder 
the implementation of the measures. Many jurisdictions are working to eliminate split 
incentives in order to encourage investment.

Feasibility of implementation. More desirable. In small reservoirs, shading and wind 
fences are low-cost and effective ways of reducing evaporation. Lining to control seepage 
and covers are more resource intensive, but can further reduce water losses. In large 
reservoirs, however, many of these strategies become impractical because of scale and 
associated costs. Limiting water losses in distribution networks requires improving O&M as 
well as replacing aging infrastructure.

Scale of implementation. Household to regional. Water loss reduction measures can be 
implemented at all scales, from the household to the community and regional levels. 

Applicable locations and conditions. Water loss reduction is a suitable approach in 
almost any environment, but especially in locations with impervious soils that are facing 
water shortages. It is also an important technology to consider in areas with aging water 
distribution infrastructure. 

Potential financing and markets. Where water loss reduction offers financial benefits 
to the owners of water storage and distribution infrastructure, significant potential exists 
for financing mitigation measures. An alternative approach would be for the company 
financing leak reductions to receive a portion of the savings from the water utility  
(Barry 2007).

Further reading. Gökbulak and Özhan 2006; India CWC and BPMO 2006; Barry 2007; 
World Bank 2008; Perry et al. 2009; USAID/Afghanistan 2011.

Technology: Water demand reduction technologies
Description. There are several existing technologies and policy tools for reducing water 
demand. This section focuses primarily on municipal water use (see Chapter 2 for a 
discussion of water demand reduction in the agriculture sector). Demand for water can be 
reduced and the efficiency of water use by households and commercial entities increased 
with the help of new technologies (e.g., no- or low-flow toilets, low-flow showerheads, 
reformulated manufacturing techniques), as well as policies (e.g., water tariffs, reduction of 
nonrevenue water, integrated water resources management). (See Box 6.7.) The discussion 
here deals mainly with new technologies.

Effectiveness. More desirable. Household water conservation technologies can 
significantly lower the demand for water. The US Environmental Protection Agency (EPA) 
estimates that a full suite of water conservation technologies can reduce typical household 
water consumption by 50,000 gallons (about 190,000 liters) per year (US EPA 2013a). 
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Relative cost. More desirable to less desirable. The costs of these technologies vary widely, 
depending on the type of technology. For water use reduction technologies, the costs 
are partially offset by savings from reduced water use (and associated water supply and 
treatment costs) over time. While retrofitting manufacturing processes to reduce water 
use can be costly, water-pricing schemes and building-code revisions (to encourage the 
adoption of water-saving technologies) are low-cost options for jurisdictions but impose 
some costs on consumers. 

Co-benefits. More desirable. Reducing residential and commercial water use can ease 
pressure on ecosystems that provide surface water, creating a number of environmental 
co-benefits. 

Co-costs. More desirable. Reducing water use presents no environmental co-costs.

Barriers. More desirable. Some areas have limited access to demand reduction technologies.

Feasibility of implementation. More desirable. Water-saving technologies are well 
established in developed countries. 

Scale of implementation. Household to regional. Water-efficient technologies can 
be adopted at the household and community levels. Water-pricing schemes and water-
use efficiency policies, on the other hand, are likely to be adopted by communities and 
municipalities.

Applicable locations and conditions. Water-efficient technologies are especially relevant 
to areas with little supply that could be further stressed by future changes in precipitation 
patterns. These technologies are particularly attractive to jurisdictions with water-pricing 
schemes and well-regulated water distribution systems.

Potential financing and markets. Financing for water-efficient technologies will be most 
feasible in jurisdictions where water pricing makes the marginal cost of the technologies 
economically justifiable. 

Further reading. Gunawansa and Hoque 2012; Woo et al. 2012; Chu, Wang, and Wan 
2013; US EPA 2013a.

Box 6.7  Water demand reduction: An example

After examining residential water use in Dhaka, Bangladesh, Gunawansa and Hoque (2012) concluded 
that the ready availability of water-efficient fixtures in the market is insufficient to drive widespread 
adoption. More accurate water pricing, more effective regulation, and efforts to increase awareness are 
also needed to reduce domestic water consumption by encouraging the use of water-saving technologies 
and instituting behavior change.
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Technology: Desalination
Description. Desalination can make saltwater or brackish water suitable for human 
consumption, irrigation, and other uses. The most common desalination technology makes 
use of reverse osmosis or nanofiltration membranes. Thermal distillation is also still applied 
in some desalination facilities. 

Effectiveness. More desirable. Recent advances in membrane technology and energy 
management are making desalination more economical (but still a very expensive 
alternative) and prevalent worldwide. It is also a supply option that is typically unaffected 
by weather and climate conditions, and produces a fairly reliable yield regardless of 
precipitation patterns.

Relative cost. Less desirable. Desalination is more expensive than other adaptation options, 
largely because of the high costs of energy needed to run the plants. Cost estimates for the 
construction of a desalination plant already exceed $500 million, and the energy costs of 
running the plant could easily double the costs (Herndon 2013). However, as demand and 
subsequent value increase, this option may become more economically viable (especially 
given the alternative of extensive water shortages in the future). Additionally, combining 
desalinization plants with renewable energy technologies, such as solar panels, may help 
lower the costs (IEA-ETSAP and IRENA 2012). 

Co-benefits. Less desirable. If desalinization plants can be combined with renewable 
energy, emissions will be reduced. (See Box 6.8.)

Co-costs. Intermediate. Desalination presents a number of environmental co-costs 
(Mezher et  al. 2011). The sizable amount of energy used in desalination increases its 
costs and possibly also air pollution and GHG emissions. In addition, the high-salinity  
by-products (i.e., brine) require proper disposal procedures to avoid harm to ecosystems, 
and could have impingement and entrainment impact on fisheries where coastal water 
intakes are located.

Barriers. Less desirable. The main barrier to desalination, especially for developing 
countries, is the high cost of energy required. 

Feasibility of implementation. Less desirable. Given its high energy costs, desalination 
remains a relatively less attractive option for developing countries. However, the technology 
is proven and, despite the high cost, global capacity is expected to grow 9% yearly between 
2010 and 2016 (IEA-ETSAP and IRENA 2012). 

Scale of implementation. Regional to country. Desalination facilities tend to operate on 
a large scale and require significant investment. In the near term, these facilities are most 
appropriate to large municipal or regional users. But desalination can be scaled easily to 
different-sized needs, and can serve as a full-time supply source or as an intermittent 
source when critical water needs are identified.

Applicable locations and conditions. Desalination is ideal for areas where freshwater 
supply is scarce and costly but there are saltwater sources nearby, and energy costs  
are low. Advances in desalination technology have reduced energy consumption and 
operating costs, making the technology potentially more attractive to developing countries. 
PRC and India are high potential markets because of population growth and water shortage. 
Combined with renewable energy, desalination can also be a viable solution for the  
Pacific islands.
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Potential financing and markets. In places with high-cost water and low-cost energy, 
potential financiers may want to invest in building desalination plants. Private financing can 
be used to build and install desalination equipment, and the water can be sold to users. But 
in contexts where costs cannot be recovered from water users, desalination would be less 
attractive because of the high costs of construction and operation.

Further reading. Mezher et al. 2011; Nguyen and Pearce 2011; IEA-ETSAP and IRENA 
2012; Herndon 2013.

Technology: Point-of-use water treatment 

Description. In many parts of the world that lack access to clean water supplies, especially 
those that lack effective centralized water systems, point of use (POU) water purification 
options may be an effective way of providing clean water. Boiling is a commonly used 
method of treating water, but the energy needed and the time required for boiling and 
cooling are persistent concerns. Also, it is not known for certain whether boiling water 
adequately removes chemicals like iron and arsenic (Laurent 2005). POU treatment may 
therefore be a more viable option for many. Various POU technologies that have been 
developed allow the end user, normally at the household or individual level, to remove the 
water contaminants. Although some general discussion of POU products is included here, 
the focus is on one POU product, which is compared with the other technologies discussed 
in this chapter. 

In the early 2000s, Procter & Gamble (P&G), working with the US Centers for Disease 
Control and Prevention, developed a combined flocculant and disinfectant product with 
the brand name PUR Purifier of Water. The product, which first appeared in the field in 
2004, transforms dirty water into safe drinking water in an easy process: the 4-gram mixture 
in a packet is poured into a 10-liter container, the mixture is stirred, after a brief waiting 
period the resulting clean water is poured into another container through a cloth filter, and 
then after another brief waiting period the clean water is ready to be used. In all, it takes 
about 30 minutes to purify 10 liters of water. The original container contains a precipitate, 
which can be discarded (Albert, Luoto, and Levine 2010; P&G 2013).

Effectiveness. More desirable. As over 2,000 children die each day from diseases 
that cause diarrhea (WHO 2013a), many after drinking contaminated water, there is a 
considerable need to improve drinking water quality. The P&G water purifier removes both 
pathogenic microorganisms and suspended matter, and can decrease the incidence of 
diarrheal disease in the developing world by up to 90% (P&G 2013). It has been found to 
be especially effective in reducing turbidity (Albert, Luoto, and Levine 2010). According to 
P&G, the water purifier has cleaned 6 billion liters of water since 2004, saving more than 
30,000 lives.

Box 6.8  Desalination: Some examples

In 2011, the People’s Republic of China had the fifth-highest desalination capacity in the world (Mezher 
et al. 2011), employing both thermal distillation and membrane separation technologies. A seawater 
desalination plant, which began operating in 2009, provides Beijing with 100,000 cubic meters per day 
of freshwater.

In Viet Nam, proposals for community-scale, wind-powered desalination development have been 
prepared (Nguyen and Pearce 2011).
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A study on the use and effectiveness of P&G’s PUR water purifier in relation to two other 
POU products (WaterGuard, a diluted hypochlorite solution; and Sterilaqua, a gravity-
driven ceramic filtration system) found PUR1 to be less effective than WaterGuard in 
reducing E. coli concentrations in drinking water sources, but still more effective than no 
treatment at all (Albert, Luoto, and Levine 2010). In another, similar study, PUR powder 
was found to remove 99% of bacteria, viruses, and protozoa, and to reduce diarrhea by 
19%–83% (Grossman and Krueger 1994; Hokanson et al. 2007; Lantagne and Clasen 2009).

Relative cost. More desirable. A single PUR packet costs $0.10, including production 
and distribution (P&G 2013). A 6-month supply of PUR packets, plus two buckets to be 
used in the water purification process, costs about $9.33—significantly higher than the 
WaterGuard product, which costs $0.80 for a 6-month supply (plus one bucket) (Albert, 
Luoto, and Levine 2010). 

Co-benefits. More desirable. People without easy access to clean drinking water often 
have to travel long distances to get water that is only somewhat clean instead of spending 
the time on other productive activities, in the process putting themselves at risk, especially 
in the case of women and children. PUR reduces the travel distance so that time can be 
spent more productively and safely. 

Co-costs. More desirable. Because PUR contains chlorine, PUR-purified water may have 
an unpleasant taste or odor  (Albert, Luoto, and Levine 2010).

Barriers. Intermediate. Although several POU products have been developed over the past 
20 years, their use is still not widespread, especially in the developing world. One potential 
barrier to the use of the PUR water purifier is funding. A single packet may not cost much, 
but repeated use is necessary (a ceramic filter, on the other hand, has a much longer life) 
and costly for households. Another barrier to the use of this technology is distribution—
simply getting sufficient quantities of the product to the people who need it. Additionally, 
the relative difficulty of use may be another barrier. In the study done by Albert, Luoto, and 
Levine (2010), 27% of those surveyed found the PUR process laborious; filters were chosen 
over PUR systems because of their ease of use and durability.

In general, cost, lack of end-user information about the risks of using unsafe water, and a 
shortage of design options are traditional perceived barriers to the use of POU products. 
In a study on POU product use in Dhaka, Bangladesh, Luoto et al. (2011), while controlling 
for these factors, found that none of these barriers were behind the low use of water 
treatment products throughout the study (Box 6.9). It seems that more studies are needed 
to understand why PUR and other POU technologies are not taking hold, and what can be 
done to overcome the barriers.

Feasibility of implementation. More desirable. Although PUR is relatively easy to use, 
despite the 27% surveyed in the Albert, Luoto and Levine, 2010 study proper training 
is required. Also, as already mentioned, continual purchase of the product packets is 
necessary. 

Scale of implementation. Household to community. PUR can be used in almost any 
context, although the implementation barriers mentioned earlier must be taken into 
account. P&G looks forward to producing more than two billion liters of clean drinking 
water yearly, with the help of the PUR water purifier, by 2020. 

1 Discussions lean towards PUR use as it has a single manufacturer, thus, having a greater potential for increased 
private sector involvement.
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Applicable locations and conditions. PUR can be used anywhere in the world. No special 
conditions are needed for its use.

Potential financing and markets. Many POU products have been developed by the 
private sector, but they are not profitable. International nonprofits, such as Population 
Services International and CARE, often aid in distribution and training. Funding for PUR 
comes mainly from donations. However, local, regional, and national governments can also 
purchase the packets for their citizens as needed. To aid in the distribution of the PUR 
packets, P&G has increased production at its Karachi, Pakistan, facility where the packets 
are made (Ferguson 2009), and has partnered with a wide variety of government agencies, 
nonprofit organizations, and for-profit businesses to distribute the packets.

Further reading. Grossman and Krueger 1994; Laurent 2005; Hokanson et al. 2007; 
Ferguson 2009. Lantagne and Clasen 2009; Albert, Luoto, and Levine 2010; Luoto et al. 
2011; P&G 2013; WHO 2013a.

Water quality
Potential applications of adaptation technology to address deteriorating water quality 
from climate change also include wastewater treatment and source water protection. 
These technologies perform best as part of a suite of adaptation options that also includes 
management practices, including management of environmental river flows. 

Technology: Wastewater treatment

Description. A wide variety of available water treatment technologies can turn previously 
nonusable water sources into sources of potable water or water suitable for other targeted 
uses, including industrial or gray-water uses (see Chapter 2 for a discussion of water 
treatment in the agriculture sector). The treatment technologies can remove microbial and 
chemical contaminants. At the community level they can be applied at centralized water 
treatment facilities (including modular treatment units with small-scale approaches), or in 
POU treatment devices in people’s homes. There are a number of examples of technologies 
being deployed in developing countries for the treatment of drinking water. Centralized 
municipal treatment involves both filtration and disinfection. Household-level options, 
like those discussed above, involve chlorine disinfection, the use of ceramic filters, reverse 
osmosis, flocculation, solar disinfection, and boiling (UNEP 2010a). 

Effectiveness. More desirable. Water treatment, centralized or decentralized, offers 
proven methods of improving water quality. The effectiveness of these methods, in the 
case of centralized treatment, depends on the existence of a reliable distribution system 
that avoids the contamination of water between treatment and the end user; in the case 
of decentralized treatment, effectiveness often depends on regular maintenance. Water 

Box 6.9  POU water treatment: An example

A study by Luoto et al. (2011) tested 600 households in poor areas of Dhaka, Bangladesh. The households were randomized 
into four groups and each group received one type of point-of use (POU) water treatment product (including Procter 
& Gamble’s PUR). The study design took into account traditional perceived barriers to POU use (as discussed in the 
“Barriers” subsection above), but none of those barriers accounted for the low usage (below 30%) reported for all the 
products.
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quality must improve to reduce the burden of disease, raise productivity, and enhance the 
quality of life in developing countries. Municipal-level water treatment has the advantage 
of better efficiency as a result of the increase in the scale of treatment.

Relative cost. Intermediate to less desirable. Centralized water treatment with reliable 
distribution offers a low-cost method of delivering potable water. But while the per-unit 
costs may be low, capital and operating costs are high. Decentralized water treatment, on 
the other hand, is likely to involve higher per-unit costs but avoids the costs and delays that 
accompany the development of distribution infrastructure.

Co-benefits. More desirable. Safe potable water is essential to achieving a better quality of 
life, reduced incidence of disease, and sustainable economic growth. 

Co-costs. More desirable. No co-costs have been identified.

Barriers. Intermediate. Large-scale municipal water treatment generally requires high 
amounts of capital, specialized skills, the involvement and cooperation of numerous 
administrative bodies, and potentially energy-intensive treatment technologies. Some 
developing countries may lack access to the financial, human capital, and governance 
resources needed to sustain the operations of large-scale municipal water treatment 
facilities. In addition, energy-intensive technologies may be cost or resource prohibitive.

Feasibility of implementation.: More desirable. For the reasons stated in the previous 
paragraph, drinking water treatment at the community and household levels is often the 
preferred option in developing countries. 

Scale of implementation. Household to community. Drinking water can be treated at the 
municipal, community, or household level. Community-level treatment technology that 
reduces the diseconomies of small-scale systems is being developed (UNEP 2010a; see 
also Box 6.10). Membrane bioreactors, microfiltration, reverse osmosis, electrodialysis, and 
other advanced technologies are making water treatment less costly than it used to be. 

Applicable locations and conditions. Water treatment is suitable for areas where low-
quality water is harvested or distributed locally. In areas with efficient and widespread 
distribution, centralized treatment is likely to be preferred. But in areas without a reliable 
distribution network, household treatment is often the chosen method of reducing diseases 
resulting from poor water quality. In Asia, household water treatment is practiced in 45% of 
households (Rosa and Clasen 2010). 

Potential financing and markets. The financing of centralized water treatment facilities 
is likely to require regulatory regimes that allow water providers to recover the cost of 
implementation through water tariffs. Alternatively, public provision of treated water may 
be preferable to continued lack of access for vulnerable populations. Low-cost household 
treatment technologies may be accessible to some populations or available with public subsidy.

Box 6.10  Wastewater treatment: Some examples

Potters for Peace has developed a ceramic filter that can be used to produce safe drinking water at the household level. 
The group now trains local populations to produce filters in Cambodia, Cuba, El Salvador, Ghana, Guatemala, Honduras, 
Indonesia, Kenya, Mexico, Sudan, and Yemen (WWAP 2009).

Water Health International is providing a community-scale water treatment technology to 600 communities in India for 
$15 million. Up to 20 liters of drinking water per person per day is filtered and disinfected with the help of the technology 
(UNEP 2010a).
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Further reading. Lantagne, Quick, and Mintz 2006; WWAP 2009; Rosa and Clasen 2010; 
UNEP 2010a. Sima and Elimelech 2013. 

Inland flooding
Climate change impact is also likely to include increased riverine and flash flooding and 
inundation due to extreme weather events. Adaptation technologies aimed at reducing 
the impact of flooding consist of improvements in stormwater and flood management, 
and in the reduction of the impact of localized flooding. Chapter 3 discusses coastal 
flooding caused by rising sea levels and storm surges, as well as the related protection, 
accommodation, and retreat issues and measures. Emergency management responses are 
addressed in Chapter 7. 

Technology: Stormwater management and bioswales
Description. Stormwater source control encompasses a suite of technologies designed to 
reduce the runoff and pollutant loads entering the drainage system (see example in Box 
6.11). As discussed earlier, rainwater storage, retention ponds, and reservoirs also have a 
role in stormwater management. “Gray” stormwater management options include building 
drainage systems to remove water from cities. “Green” source control options, on the other 
hand, include reducing the extent of impervious surfaces to allow the capture of more 
runoff; installing infiltration structures (e.g., rain gardens), and sustaining and restoring 
wetlands and other vegetation, to absorb runoff; and planting vegetation on the roofs of 
buildings. In addition to controlling stormwater, cities located in close proximity to rivers and 
streams may be required to develop measures that will reduce the risk of flooding, including 
building levees along rivers and adopting development guides that require setbacks. The 
discussion here deals with stormwater management technologies in general, as well as a 
specific stormwater management technology: bioswales.

Bioswales are sloped or troughed urban landscape features consisting of plants and other 
landscape elements that process rainwater during storm events. Curbs, gutters, piping, and 
other similar infrastructure can move water from where it lands to nearby storm sewers. 
But during large rain events, the storm sewer may not be able to handle all the water, such 
that flooding results. Bioswales are designed to allow water to enter the soil, thus reducing 
the amount of rainwater that reaches storm sewers. By reducing the amount of water that 
has to be diverted to storm sewers, bioswales reduce flooding risk. (Bioretention cells and 
rain gardens are similar to bioswales, but are not sloped and are therefore not designed to 
move water.)

Effectiveness. More desirable to intermediate. Stormwater source control can reduce the 
volume of water entering the stormwater system but requires widespread adoption. Gray 
stormwater management can be highly effective but expensive. Levees can be effective but 
can also worsen damage if overtopped by higher-than-expected floodwaters. In addition, 
levees can send floodwaters to downstream communities.

Bioswales are much more effective than traditional infrastructure in allowing water to 
infiltrate and be absorbed into the ground, thereby reducing the amount of water entering 
storm sewers. 

Relative cost. More desirable, for bioswales. Source control is generally more cost effective 
than the treatment of stormwater after it has entered the drainage system (Barbosa, 
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Fernandes, and David 2012). Gray stormwater management often involves infrastructure 
changes, such as sewer upgrades, which can be very costly, while green infrastructure 
options often call for significant long-term maintenance to maintain effectiveness. In 
either case, revising building codes and regulations to encourage adoption of effective 
stormwater management practices is more cost effective than retrofitting existing 
infrastructure. A December 2007 study by the US EPA showed that, with few exceptions, 
low-impact development practices, including the use of bioswales, were “both fiscally and 
environmentally beneficial to communities” (US EPA 2007, iv).

Co-benefits. More desirable. Green infrastructure such as bioswales present many 
co-benefits, including better local air quality, reduced heat-island effect, and improved 
aesthetics. Bioswales also reduce the amount of pollution entering an area’s waterways by 
trapping pollution before it is carried by the rainwater into the storm sewer; for this reason, 
they are often found near transportation features where much pollution accumulates. 
Bioswales can likewise reduce the maintenance needs of an area, including irrigation (New 
York City 2008), and they provide several ecological functions such as wildlife habitat, 
carbon sequestration, and nutrient cycling. Bioswales could also be used as urban gardens 
providing local food supplies.

Co-costs. Intermediate. Bioswales require land for their construction and this may be 
especially difficult to come by in highly dense areas.

Barriers. Intermediate. Probably the largest barrier to the wider adoption of bioswales 
is the planning and engineering required for their design and construction. Traditional 
infrastructure, in contrast, is easy to use, has been a successful part of many projects 
already completed, and can be relied on to guide future projects. The same cannot be said 
for bioswales, which are a relatively new technology. In addition, there may not be enough 
space to construct bioswales in urban areas, where space is limited. 

Feasibility of implementation. More desirable to intermediate. Both gray and 
green stormwater control options are well established in developed countries. Green 
infrastructure options often require widespread adoption by disparate actors. Gray options 
can be implemented by municipalities without the need for widespread public adoption. 

But if land is available, bioswales are a very feasible flood mitigation option. While they 
require some engineering design, bioswales can be constructed from local materials.

Scale of implementation. Community. Stormwater management often entails a 
municipal-level program of infrastructure development and coordination. Revising building 
codes to encourage green infrastructure approaches can facilitate their adoption.

Applicable locations and conditions. As mentioned earlier, bioswales are most effective 
when used in highly urban areas where impervious surfaces abound. They will be especially 
helpful wherever stormwater-related flooding is a concern.

Potential financing and markets. The financing of municipal level stormwater 
management is likely to rely on public support. Household-level measures may require 
municipal incentives. Stormwater management options will primarily be attractive to large 
municipalities with significant infrastructure at risk. Some individuals may adopt green 
infrastructure approaches, but these often call for municipal incentives. 

Although a market for bioswales does not seem to exist in Asia at present, one could well 
develop, as this stormwater management technology is relatively inexpensive.

Further reading. USDA 2007; US EPA 2007; New York City 2008; de Bruin et al. 2009; 
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Lovell and Johnston 2009; Birkmann et al. 2010; UNESCAP 2011; Barbosa, Fernandes, and 
David 2012; World Bank 2013.

Technology: Structural barriers to flooding
Description. Structural adaptation approaches can help protect vulnerable lands, 
people, infrastructure, and resources from destruction caused by increased flooding and 
inundation. Such structural approaches entail the construction of physical barriers and 
other structures to prevent damage and harm from destructive inundation. Structural 
options include hard infrastructure such as dams, dikes, locks, and levees that protect areas 
exposed to inundation from damage by managing water flows. Structural barriers are either 
permanent structures containing water within an existing waterway or structures that can 
be temporarily deployed to hold back water and reduce the worst flooding. 

Armor protection using these structural options defends dry lands and fragile shores 
against flooding and prevents land behind the structure from inundation or erosion. Such 
structures usually confine river flow or fix the shoreline in its current place. Some flood 
prevention structures entail pumping water out of low-lying lands or opening and closing 
barriers periodically. Structures can be built to protect infrastructure and populations 
from flooding events or inundation, or to enable infrastructure to withstand flooding or 
inundation. In some cases, structural protection measures may be the only practical option 
for avoiding damage from inundation. Armor units are often located along important 
transportation routes such as highways and railroads or on the water side of residential or 
industrial areas to fix the shoreline in its current place and prevent loss of land. 

The discussion of structural barriers in this section focuses on inland flooding. Further 
discussion of structural barriers to flooding, with an emphasis on coastal flooding, can be 
found in Chapter 3. 

Effectiveness. More desirable to intermediate. If built to a sufficient height, armor 
structures can be used in combination with other strategies to protect existing settlements 
and other infrastructure from flooding. Flexible structures, such as those engineered to 
accommodate an increase in height at a future time to adapt to climate change, will be 
more effective in the longer term than static structures built only with current climate 
conditions in mind. However, no matter how well designed, barriers cannot completely 
remove the potential for flooding. The design capacity of a flood barrier can be exceeded 
by an extreme event. Moreover, residual vulnerability from potential overtopping or failure 
increases with dike height. 

Relative cost. Intermediate to less desirable, depending on the type of structure. Structural 
approaches are usually very expensive, especially in heavily developed areas. Their cost can 

Box 6.11  Stormwater management: An example

The World Bank is supporting a project in Ma’anshan City, People’s Republic of China, to reduce vulnerability to flooding. 
Under the Ma’anshan Cihu River Basin Improvement Project, flood control structures are being constructed or rehabilitated, 
natural storm drainage systems are being restored, and embankments are being strengthened. The project is expected to 
cost $210 million (World Bank 2013).
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be justified if they are protecting valuable property. Financial assistance may be necessary, 
but must be carefully managed to minimize incentives to overbuild structures (which could 
later result in loss of critical habitat, loss of access to water, and other negative impact). 
These types of barriers may require drainage and pumping systems to remove water 
trapped behind them during or after storms. 

Co-benefits. Less desirable. No co-benefits have been identified. 

Co-costs. Less desirable. Structural barriers can involve a number of co-costs. One 
common problem is the popular perception that structural barriers provide more protection 
than they actually do. Once structures have proven that they can withstand minor floods, 
additional structures may be developed close to the first one (the “development paradox” 
or “levee effect”). If a future flood exceeds design criteria for the additional development, 
even more people or property may be at risk (Burby 2006). Structural options can also 
adversely affect riparian ecosystems and the services they provide. For example, they can 
alter sedimentation and erosion patterns, or structures intended to prevent erosion can 
disrupt natural water and sediment flows. Increased flooding downstream or in locations 
where poor communities reside could be an unintended consequence. Fish behavior and 
the livelihood of local fishers could be affected (Lebel and Sinh 2009). 

Barriers. Intermediate. Structural barriers involve planning, engineering, and structural 
materials. Barriers can impede access to water bodies and obstruct the view. They may 
become undesirable as a result.

Feasibility of implementation. More desirable to intermediate. The design of structural 
approaches requires engineering decisions regarding the height and extent of the 
structural changes, which will require technical engineering and ecological expertise. 
Good information must also inform the design. Design decisions that rely on generalized 
technical information or historical climate records rather than local knowledge and future 
projections can result in poor design, unnecessary costs, or insufficient protection from 
coastal and inland flooding hazards. Flexibility can be built into designs to allow them to be 
modified as the need arises. For example, structural measures can be designed to enable 
low-cost expansion in the future. Some approaches inherently have more flexibility than 
others. Barrier approaches that block floodwaters will be ineffective if engineered below 
actual impact thresholds. Local monitoring of inundation can help inform designs. 

Scale of implementation. Community to regional. The scale of implementation of 
structural barriers to flooding depends in part on the need and the technology. In general, 

Box 6.12  Structural barriers to flooding: An example

To help deal with flooding from common heavy rainfall, Bangkok, Thailand, has an extensive network of flood management 
infrastructure that the city has been working on since the 1960s. The system consists of dikes, embankments, drainage 
systems, and temporary water detention areas as part of a master plan for the city. However, even a city like Bangkok can 
still be inundated by floodwaters, as they did in the fall of 2011. The barriers did protect some areas from damage, but they 
also contributed to flooding in other neighborhoods. As of 2011, Bangkok had established design standards to enable the 
flood management infrastructure to withstand rainfall that occurs once every 2 years. Despite climate change projections, 
an interview with the Bangkok Department of Drainage and Sewerage in 2011 indicated that constructing higher dikes 
was not a priority because of their likely social impact on the community (Takemoto 2011). This shows the importance 
of effectively incorporating stakeholder concerns and climate change risks in flood protection design and ensuring that 
proper measures are carried out.
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Box 6.13  Nonstructural barriers to flooding: An example

In the Danube River region, restoration efforts are helping inland wetlands and floodplains to regain their former value as 
natural barriers to riverine flooding (Wilby and Keenan 2012).

because of the high relative cost and capacity required, most structural barriers are suitably 
implemented at a municipal or regional scale (see Box 6.12). Structural barriers are most 
effective when considered as part of a broader set of barrier and prevention options, 
including wetland restoration and conservation of riparian vegetation, institutional reform, 
elevation, and retreat (Wilby and Keenan 2012).

Potential financing and markets. The primary markets for structural barriers are those 
areas with significant economic investment and population that are vulnerable to flooding. 
The high costs of construction and maintenance in these areas are justified by the value 
of the infrastructure and property being protected. Existing coastal cities are the most 
appropriate locations for structural barriers. These structures are likely to require significant 
public support because of their high cost.

Further reading. Burby 2006; Lebel and Sinh 2009; Lebel et al. 2010; Takemoto 2011; 
Wilby and Keenan 2012.

Technology: Nonstructural barriers to flooding
Description. Nonstructural options are similarly aimed at reducing coastal flooding and 
erosion, but they do so by restoring the natural protective functions of coastal ecosystems 
and landforms. 

Wetlands, in this context, refer to a diverse range of shallow-water habitats. These 
ecosystems can provide protection against flooding by absorbing or storing excess runoff. 
Wetland restoration can also have co-benefits, including providing new habitat for wildlife 
and vegetation and environmental benefits like nutrient recycling. 

Restoration involves the rehabilitation of previously existing wetland functions (Box 6.13). 
Wetland restoration can be combined with hard defenses and can reduce the installation 
and maintenance costs of the hard defenses. Preventing the loss of existing wetlands can 
maintain the protection function and ecosystem services of these areas while avoiding the 
costs of restoration. Again, as in the “Technology: Structural barriers to flooding” subsection 
above, the discussion here focuses on inland flooding. For a discussion of nonstructural 
barriers to coastal flooding, see Chapter 3.

Effectiveness. More desirable. Soft measures have a number of advantages over hard 
options. By absorbing floodwater, soft measures, unlike structural barriers such as levees, 
do not send floodwaters downstream. They also do not commit a community to a 
particular protection strategy in the future, thus maintaining the flexibility of management 
options as conditions change. But, like structural barriers, nonstructural barriers can also be 
overwhelmed by very high floodwaters.

Relative cost. More desirable. Like hard defenses, soft measures often require ongoing 
monitoring and maintenance, but generally at significantly lower construction and 
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maintenance costs. In addition, these soft approaches frequently offer a higher return on 
investment than hard measures. 

Co-benefits. More desirable. Soft measures have many co-benefits, such as protection 
of wildlife habitat, maintenance of water quality, water storage, groundwater recharge, 
pollution abatement, nutrient retention and cycling, and establishment of highly productive 
areas for fisheries. They are naturally occurring and provide ecosystem benefits such as 
filtering and recharging groundwater supplies (Lebel et al. 2010). Protecting and restoring 
these ecosystems will allow them to provide these services more cheaply than human-built 
infrastructure is able to (USAID 2009). The promotion of these co-benefits is one reason 
USAID has recommended adaptation options that favor ecosystem approaches over hard 
structures (USAID 2009). 

Co-costs. More desirable. In many cases, land must be acquired for the rebuilding or 
restoration of riparian ecosystems.

Barriers. Intermediate. Soft measures also often require a significant land area to be 
effective, thus eliminating other potential uses of that land and possibly creating political 
and economic problems, especially where land values are high. In addition, many ecosystem-
based approaches demand specific environmental conditions that may not be available in 
the location where the protection is needed.

Feasibility of implementation. More desirable to intermediate. Nonstructural barriers to 
flooding are very feasible, but they will need ongoing maintenance.

Scale of implementation. Community to regional. Nonstructural barriers can be 
implemented at small to large scale. 

Applicable locations and conditions. These types of adaptations are best implemented 
along streams, rivers, and lakes that are prone to flooding (for a discussion of coastal 
flooding, see Chapter 3).

Potential financing and markets. Like structural barriers, nonstructural barriers are likely 
to need public support for the financing of their capital costs and ongoing maintenance.  
Markets where their lower capital costs (relative to those of structural barriers) make 
nonstructural barriers more accessible may prefer such barriers.

Further reading. USAID 2009; Krysanova et al. 2010; Lebel et al. 2010; Wilby and Keenan 
2012.

Technology: Accommodation of flooding
Description. Accommodation to climate change impact involves designing structures to 
withstand the anticipated impact. Accommodation allows communities to protect smaller 
areas or specific structures. Communities can retrofit existing structures or design new 
ones to accommodate changing climate conditions. Additionally, communities can set 
aside floodwater capture or storage areas to protect developed land in the vicinity or farther 
inland. As in the previous two sections, the focus here is on inland flooding. For a discussion 
of coastal accommodation, see Chapter 3.

Accommodation to climate change impact can involve any of the following:

Elevating buildings and infrastructure by constructing them or moving them onto 
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higher foundations or pilings in order to raise the more valuable parts of the structures 
above predicted flood levels. Additionally, materials, such as sand, soil, or gravel, can 
be added to the land surface to elevate the land. Small areas may be elevated to serve 
as protective islands where people, livestock, and other valuable property can relocate 
during flood events. 

Designing structures to move with the water level. Flood-resilient structures 
(e.g., floating homes anchored to the shoreline) and flexible roads and water pipes may 
suffer less damage from inundation because they are able to rise and move with water 
levels. These approaches can better accommodate uncertain future flood levels.

Slowing the rate of water flow to reduce downstream flooding. In many places 
where natural features (e.g., wide floodplains, expansive wetlands) historically served 
these functions but are now inhabited or degraded, communities can create retention 
areas (which capture and then release water after heavy rainfall) by restoring natural 
areas or constructing large areas behind levees. Land that is not in use (e.g., open 
or forested lands) or land that routinely serves other purposes but can withstand 
occasional flooding with little loss of function or damage (e.g., some agricultural lands) 
can be used to create these retention areas.

Effectiveness. More desirable to intermediate. Accommodative techniques can reduce 
the exposure of structures to flooding. These techniques are less effective in protecting 
existing infrastructure in highly exposed locations.

Relative cost. Intermediate. When deployed incrementally for new construction, 
accommodation approaches tend to have a lower initial cost than larger-scale barriers and 
armoring.

Co-benefits. Intermediate. Accommodative techniques can create co-benefits by 
avoiding the negative ecosystems effects of structural barriers. Accommodation can also 
be incorporated into a long-term policy of retreat from vulnerable property, avoiding lock-
in development that will only become more difficult and expensive to protect.

Co-costs. More desirable. Accommodation may encourage development in flood-prone 
areas.

Barriers. Intermediate. Accommodation is likely to require new or revised regulatory 
regimes. Significant political will may also be needed to adopt policies that allow for periodic 
flooding rather than avoiding flooding with structural barriers.

Feasibility of implementation. More desirable to intermediate. Accommodation 
technologies are being used in other locations worldwide and are feasible options.

Scale of implementation. Household to community. Unlike structural barriers, 
accommodation is well suited to the household and community levels.

Applicable locations and conditions. Accommodative techniques may be most practical 
in vulnerable small communities and newly developing areas, where these approaches can 
be included in development plans from the early stages.

Potential financing and markets. Accommodative approaches often require less capital 
investment and so can be implemented with less extensive financing arrangements than 
structural barriers. Accommodation costs can be borne by either the public or the private 
sector, depending on the type of accommodation and if there is a program in place to 
support the efforts (see Box 6.14). 
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Further reading. Islam and Mechler 2007; Dobes 2010.

Water Resources Sector Synthesis
The water-focused summary table (Table 6.2) presents the relationships among 62 
categories of projected climate change impact, 10 related technology needs, and 13 
adaptation technologies. See Box 6.1 (“Technology Evaluation Scoring Method”) at the 
start of Section 6.2 for further details about the scoring criteria. 

The “Financing” column in the table reflects the information on funding channels available 
in the literature reviewed for this report. To the extent possible, the funding channels for 
each technology are characterized in two ways:

Are funding channels primarily public or private, or a combination of both? “Public” 
funding channels refer to governments, intergovernmental and international 
organizations, and nonprofits, and “private” funding channels, to private companies 
and foundations. 

Are funding channels established or emerging? Established funding is defined where 
there are various examples of funding for that type of technology. The designation 
“emerging” funding is given in cases where there are limited examples of the technology 
in practice. 

An “uncertain” designation in either category is intended only to convey that not enough 
information on this topic was identified in the literature review, which was conducted within 
the resource constraints of this research project. In general, designations do not reflect an 
in-depth analysis of markets and financing options and should be viewed as preliminary. 

Most of the evaluated technologies (especially in the water loss and demand reduction 
areas) have variations to address different needs in the water resources and other sectors. 
In particular, several water resources technologies address several needs in the agriculture 
and coastal resources sectors.

2 The impact and technology needs listed in Table 6.2 relate to those listed in Table 6.1, but do not match those 
precisely because they have been consolidated on the basis of similarities and common characteristics.

Box 6.14  Flooding accommodation: An example

The Chars Livelihoods Programme in Bangladesh is constructing earth platforms on which inhabitants reconstruct their 
individual homes to reduce the vulnerability of up to 2.5 million people to flooding (Islam and Mechler 2007). The level 
of the raised land takes into account the maximum observed flood level. Other structures, including hand-dug wells and 
latrines, are also elevated and the slopes of the elevated land are protected with grass and trees.
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Table 6.2  Water resources sector summary

WATER RESOURCES

See Coastal Resources

See Disaster Risk Management

See Human Health

Less water 
available Reduced water qualitySaltwater intrusion

TECHNOLOGY NEEDS

Improved water collection, storage 
and distribution techniques

Improved water-use efficiency

Water recycling and reuse

Stormwater management 

Protection against flooding

Barriers to saltwater intrusion

Extreme event monitoring  and 
early warning systems

Increased sustainable aquifer 
recharge

Increased water treatment

Desalination

 

  

CLIMATE IMPACTS

Rainwater harvesting

Surface water storage 

Inter-basin water 
transfer

Aquifer recharge

Water loss reduction 
technologies

Water demand 
reduction technologies

Desalination

Point-of-use water 
treatments

Wastewater treatment

Stormwater 
management and 
bioswales

Structural barriers to 
flooding

Non-structural barriers 
to flooding

Accommodation of 
flooding

Household or 
community

Household to 
regional

Community to 
regional

Community

Household to 
regional

Household to 
regional

Regional to 
country

Household to 
community

Household to 
community

Community

Community to 
regional

Community to 
regional

Household to 
community

SUMMARY OF WATER RESOURCES TECHNOLOGIES

 
 

  

  

 

  

  

 

   

a For water resources, the cost rankings are compared with the following ranking scale: More desirable = $ < 10 per unit, Intermediate = $10–10,000 per unit, and Less desirable = $ >10,000 
per unit. For all categories, but especially rainwater harvesting, reservoirs, aquifer recharge, water loss reduction, and water demand reduction estimates are subjective based on the 
information discussed in the respective “relative cost” sections in the text.

b  An “uncertain” indicator in the Financing column is intended only to convey that we did not identify information on this topic in our literature review. See Section 6.3 for further details.

  

  

6.2.1. Water quantity

6.2.2 Water quality

6.2.3 Inland flooding

TECHNOLOGIES ASSESSED

See Agriculture

See Agriculture

See Human Health, 
Coastal Resources
See Disaster Risk 
Management, Coastal 
Resources

Coastal 
flooding

Inland 
flooding

Damage from extreme events 
and storm surge

Public and 
private

Emerging
Mostly public, 
some private
Established

Public
Established

Public 
Uncertain

Public and 
private

Emerging
Public and 

private
Emerging

Public and 
private

Established

Private
Emerging

Public and 
private

Uncertain

Public 
Emerging

Public and 
private

Established
Mostly public, 
some private

Emerging
Public and 

private
Emerging

More desirable Intermediate Less desirable

TECHNOLOGY EFFECTIVENESS CO-BENEFITS CO-COSTS BARRIERS
FEASIBILITY OF 

IMPLEMENTATION
RELATIVE 

COSTa
SCALE OF 

IMPLEMENTATION FINANCINGb
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CHAPTER 7

Disaster Risk Management

This chapter compiles information from published literature and expert knowledge on 
projected climate change impact within the disaster risk management (DRM) sector and 
the related technology needs, and cites examples of adaptation technologies.

Section 7.1 presents the potential impact of climate change on DRM in each of the ADB 
regions and connects it to technology needs that would help countries become less 
vulnerable to that impact.

Section 7.2 gives examples of technologies that meet those needs, evaluating their 
applicability to the context of Asian developing countries according to specific criteria 
defined in Chapter 1 of this report. Many of the technologies evaluated in this section 
are discussed because they contribute to a proactive DRM strategy in disparate regions 
affected by climate change impact and illustrate the types of technical and planning input 
needed for DRM technologies to be effective. The six DRM technologies assessed in this 
chapter are:

light detection and ranging (LIDAR),

artificial lowering of glacial lakes,
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monitoring systems,

emergency shelters,

early warning systems, and

social media in disaster response.

Section 7.3 synthesizes the adaptation needs and technology assessments to provide 
an inclusive overview of the challenges faced by the DRM sector and selected potential 
solutions. It also highlights interesting findings.

For detailed information on the methods used to develop this section, see Chapter 1.

Climate Change Impact on the Disaster  
Risk Management Sector
In a changing climate, extreme events such as storms, storm surge, heat waves, and  
droughts are projected to increase in severity and may also increase in frequency (Field et  al. 
2012).1 These types of extreme events, some of which are already increasing in intensity 
(IPCC 2014), can result in increased mortality and injury, strains on food and water supplies, 
disease outbreaks and famine, and destruction of property and infrastructure, among  
other impacts.

Even a single catastrophic weather event can substantially set back progress achieved by 
Asian governments toward development and poverty reduction goals. Bangladesh, India 
(particularly Assam, Madhya Pradesh, Odisha, Uttar Pradesh, and West Bengal states), 
Nepal, and Pakistan  are among the countries most at risk from a nexus of high poverty, high 
exposure to diverse hazards (including those that will worsen with climate change), and 
inadequate capacity to minimize impact (Shepherd et al. 2013). Low-lying Pacific island 
states are also highly vulnerable to coastal storms because of their low elevation and lack of 
evacuation areas, and countries in Southeast and East Asia must deal with significant risks 
as well.

East Asia
Projected extreme weather events in East Asia encompass more frequent and powerful 
storms (and more intense monsoons), as well as coastal inundation and flooding (USAID 
2010). Large coastal cities, with significant populations and valuable infrastructure near 
coastlines, are especially vulnerable to this impact. Heat waves and other extreme events 
have already been associated with higher mortality in cities in the People’s Republic of 
China (Kan 2011). In Mongolia and the rest of the region, more frequent and extensive 
droughts may seriously affect health (Batimaa et al. 2011). 

1 An increase in magnitude could result in increased frequency of events of a certain size. For example, although 
the number of days with heavy rain may not increase, the number of days with precipitation exceeding a 
threshold, e.g., 5 centimeters, could increase.
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Southeast Asia
Flooding and drought are projected to increase in several Southeast Asian countries, 
including Cambodia, Indonesia, the Philippines, and Viet  Nam (Cambodia MOE 2006; 
Christiansen, Olhoff, and Traerup 2011; Naylor et al. 2007; UNFCCC 2010; REECS 2010; 
ADB 2010a, 2012b). Many parts of Cambodia already undergo extreme flooding, and in 
1995, 1996, and 2002, an estimated two million people in the country were affected by 
droughts (ADB 2011a; Christiansen, Olhoff, and Traerup 2011). More heavy rains, tropical 
storms, storm surges, and typhoon events are foreseen for Indonesia and Viet Nam (Viet 
Nam MONRE 2005; ACCCRN 2009; ADB 2010a; UNFCCC 2010; UNISDR 2011). Heavy 
rains can trigger landslides, and have done so in Indonesia (ACCCRN 2009). 

South Asia
More inundation and landslide-related effects are likely to hit South Asian countries, 
including Bangladesh, Bhutan, and the Maldives, with climate change (Bangladesh MOEF 
2005; Christiansen, Olhoff, and Traerup 2011; Bhutan NEC 2006; Maldives MOEEW 2008; 
Maldives MHE 2010). India’s heavily populated megadeltas are at high risk of flooding 
because of storms and rising sea levels (Kapur, Khosla, and Mehtal 2009). Drought and 
changes in the amount and seasonality of rainfall could also create serious problems for 
countries like Sri Lanka (UNFCCC 2000).

Central and West Asia
In Central and West Asia, natural disasters are already occurring with greater frequency. 
Although total precipitation is likely to decrease, precipitation could become more intense 
and possibly cause floods, avalanches, and landslides (Pollner, Kryspin-Watson, and 
Nieuwejaar 2008). Precipitation and temperature changes projected for the region could 
increase drought, heat waves, and flooding (Lobell et al. 2008; Pollner, Kryspin-Watson, 
and Nieuwejaar 2008). Drought may increase in Armenia (UNDP and GEF 2003) and in 
Tajikistan, which could also endure heightened precipitation, hail, and flooding (Tajikistan 
MONC 2003). Pakistan may be affected by more frequent and intense cyclonic activity 
(Khan et al. 2011). In Afghanistan, a severe flood can cause as much as $300 million in 
infrastructure damage (UNEP, NEPA, and GEF 2009). 

Pacific
Pacific island countries are vulnerable to extreme weather events, including floods, tropical 
cyclones, storm surges, coastal flooding, and landslides (Samoa MNREM 2005; Koshy 
et al. 2011). In Vanuatu, warmer temperatures and drier conditions could lead to drought 
(Vanuatu NACCC 2007). In Kiribati, storm surges already threaten the country’s 33 atolls, 
which have a maximum elevation of 3–4 meters above current sea levels (Kiribati MELAD 
2007). More intense tropical cyclones are also projected for the Solomon Islands (Solomon 
Islands MECM 2008). In Tuvalu, there have been reports of tropical cyclones and king tide 
inundation of greater severity and frequency (Tuvalu MNREAL 2007). 
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Technology needs in the disaster risk management sector
DRM-related climate change impact in Asia and the Pacific encompasses rising sea levels, 
inundation, heavier precipitation, high winds, and more intense and frequent tropical 
storms (Morton 2007). Various technologies that enable the countries to predict and 
prepare better for such extreme events in advance of their occurrence, and strengthen 
disaster management, particularly flood management, would improve their capacity to 
cope with this expected impact. 

Disaster risk management impact matrix
Table 7.1 summarizes the impact and technology needs in the DRM sector, pointing to the 
potential for the application of adaptation technologies to reduce the vulnerability of the 
sector to the effects of climate change. This list of technology needs is not intended to be 
exhaustive. Specific examples of technologies to address these needs are analyzed in the 
“Adaptation Technologies for the Disaster Risk Management Sector” section below.

Table 7.1  Disaster risk management technologies for climate change mitigation 
and adaptation

Projected impact of  
climate change Technology needs

Increased flooding due to extreme 
weather events

�� Improved prediction of extreme weather events and 
more reliable earlywarning systems*

�� Improved stormwater and flood management using 
both gray and green infrastructure*

Damage to infrastructure due to 
extreme weather events

�� Improved prediction of extreme weather events and 
more reliable earlywarning systems*

�� Improved construction techniques to accommodate 
flooding and high winds*

�� Improved disaster management*
Transport interruptions due to 
extreme weather events

�� Improved prediction of extreme weather events and 
more reliable earlywarning systems*

�� Improved stormwater management*
�� Improved construction techniques to accommodate 

flooding and high winds*
Increased degradation of 
infrastructure due to increased 
precipitation and heat

�� Heat- and water-resistant construction materials and 
techniques

Flooding and inundation of 
transportation infrastructure due 
to rising sea levels

�� Hard and soft protection of coastal resources*
�� Improved construction techniques to accommodate 

flooding*
Increased injuries from extreme 
weather events

Improved prediction of extreme weather events and more 
reliable earlywarning systems*
Improved disaster management*

*  Indicates crosscutting technologies that can be used in several sectors and have at least one or more characteristics in 
common with another technology need. 
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Table 7.1  continued
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Naylor et al. 2007 
Bhutan NEC 2006 
Pollner, Kryspin-Watson, and 
Nieuwejaar 2008 
REECS 2010 
Shepherd et al. 2013
Solomon Islands MECM 2008
UNFCCC 2000

Tajikistan MONC 2003
Tuvalu MNREAL 2007
UNEP, NEPA, and GEF 2009 
UNISDR 2011 
USAID 2010
Viet Nam MONRE 2005

Adaptation Technologies for the Disaster  
Risk Management Sector
The risk from climate-related disasters is best managed through risk reduction technologies, 
plans, and practices and strengthened systems for managing residual risk. This section 
explores technologies that address the need to (i) identify risks and vulnerabilities in 
advance of calamities, (ii) help reduce disasterrelated risks to the extent possible while 
managing the residual risk through better preparedness, and (iii) promote appropriate 
emergency and disaster response. 

The list of technologies presented here is not exhaustive, and is meant to show the range 
of technologies that can reduce climate-related vulnerabilities. Other risk reduction 
technologies, among them, building technology and flood accommodation, and constructed 

Box 7.1 Technology evaluation scoring method

The technologies are scored against nine criteria: effectiveness, relative cost, co-benefits, co-costs, barriers, feasibility of 
implementation, scale of implementation, applicable locations and conditions, and potential financing and markets. The 
scoring is based on research but also reflects subjective judgment. Scores range from “most desirable” to “intermediate” 
and “less desirable.” Because of their summative nature, the scores do not capture the full complexity of each category 
and should therefore be considered alongside the full description in the text. See Chapter 1 for more information on the 
scoring methods.

For disaster risk management, the cost scoring for all technologies is done per unit (although in some cases that means a 
regionwide warning system), according to the following scale:

More desirable = less than $1 million per unit

Intermediate = $1–$10 million per unit

Less desirable = less than $10 million per unit.
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and natural barriers, are discussed in Chapter 3. As this report is technology focused, more 
management-type approaches to DRM, such as education or insurance programs, are not 
discussed. 

The order in which the technologies are evaluated in this section is not intended to convey 
preference, ranking, or recommendation. For a quick, sidebyside comparison of all evaluated 
technologies, see the summary table (Table 7.2) in the “Disaster Risk Management Sector 
Synthesis” section at the end of this chapter.

Identify disaster risks and vulnerabilities
Disaster risk is a function of hazard, vulnerability, and exposure. The first step toward 
managing disaster risk within a particular area is to identify the potential risks posed 
by hazards within the area and to draw up a plan for addressing those risks by reducing 
vulnerability or exposure. 

Technology: Light detection and ranging
Description. Disaster risk assessment technologies are used to identify areas at risk from 
flooding caused by rising sea levels, coastal storms, and freshwater flooding, among other 
disasters. The output is then combined and overlaid with population and infrastructure 
mapping to estimate flooding risk. The suite of disaster risk assessment tools comprises 
digital elevation modeling, geographic information systems (GISs), terrain modeling, and 
hydrologic, flood, or surge modeling. The discussion here is focused primarily on LIDAR, a 
type of high-resolution terrain mapping.

High-resolution digital elevation models (DEMs) can be generated from technologies 
of two main types: systems that rely on reflected solar radiation (including imagery from 
satellites and aerial photos), and those using reflected signals that are actively generated 
(e.g., synthetic aperture radar [SAR], interferometric synthetic aperture radar [IFSAR], and 
LIDAR systems). DEMs from visible imagery are derived from the overlap between adjacent 
images along set flight paths, or from satellite tracks that produce a stereographic image. 
The vertical and horizontal resolution is based on the properties of the sensors, as well as 
the altitude of the mounted sensor. Radar (SAR and IFSAR) and laser systems (LIDAR), on 
the other hand, use the return time of emitted microwave or laser signals reflected off the 
surface to measure terrain height. While SAR and IFSAR systems are commonly mounted 
on satellite or aircraft systems, LIDAR systems are most commonly collected from low-
flying aircraft, although ground-based LIDAR technologies, including static (or stationary) 
and mobile LIDAR, are also available. Data from different types of LIDAR system can be 
blended together (Manguerra, Morris, and Toups 2010). LIDAR-generated DEMs are 
typically the highest-resolution elevation models available. Once an inundation layer 
has been developed, it can be combined with land use, land cover, or other digital layers 
(e.g., transportation infrastructure) to identify populations and resources at risk, as well as 
to help plan evacuation routes (Sanyal and Lu 2009; Khailani and Perera 2013).

Effectiveness. Intermediate. When the latest climate models are combined with high-
resolution DEMs, “it is possible to predict and quantify . . . threats with reasonable accuracy 
where such information is available” (Albert et al. 2013, 285). Airborne LIDAR is available 
at 1-meter resolution and terrestrial LIDAR “can provide . . . millimetric relative accuracy 
over a few  km2” (Bates et al. 2011,). According to Manguerra, Morris, and Toups (2010, 
1593), “Mobile LIDAR can blanket an area with . . . full 360 degree coverage, to an accuracy 
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of .03 feet vertically.” Bates et al. (2011) add, “Detailed modeling studies over limited areas 
have shown that small scale terrain features captured in such data can make a significant 
difference to the flooding patterns predicted by two-dimensional hydraulic models.”

The output of high-resolution terrain mapping, such as LIDAR, should only guide the 
evaluation of a projected sea level rise or storm surge, however, and should not be 
considered an accurate representation of its exact trajectory. LIDAR resolution issues and 
concerns about the accuracy of the output of other disaster risk assessment models (such 
as floodplain mapping) indicate that these tools need to be used with caution, as part of a 
suite of mapping tools, along with local and expert knowledge.

On the other hand, developing countries may not have access to the most accurate LIDAR 
information, or even to the LIDAR technology itself. Other global DEMs may be available 
from satellite-derived platforms, but with data resolution that is less than ideal for use in 
local adaptation planning. The Advanced Spaceborne Thermal Emission and Reflection 
Radiometer (ASTER) Global DEM, for example, has a horizontal resolution of 30 meters 
and about 10-meter vertical accuracy, and Shuttle Radar Topography Mission (SRTM) data 
outside the US have a horizontal resolution of 90 meters and vertical accuracy greater than 
10 meters. Alternatively, DEMs appropriate for planning purposes can be produced through 
traditional photogrammetric mapping from stereo-paired imagery. But if the photos have 
not been captured, the acquisition cost of new imagery and processing can be substantial. 

Relative cost. Intermediate. According to Albert et al. (2013, 286), the “costs associated 
with the collection of [aerial] LIDAR data for a typical rural community or small island 
in the Pacific (10–100 square kilometers) is in the order of AUD $500,000 to $1 million 
(US$468,200–936,400).” Their high cost makes the use of airborne LIDAR data prohibitive 
for many small countries without financial assistance. Other ground-based techniques, 
such as laser leveling, can be more cost effective (Albert et al. 2013). Also, mobile LIDAR, 
Manguerra, Morris, and Toups (2010) maintain, is “a cost-effective tool for assessing 
critical infrastructure” that is “competitively priced compared [with] traditional surveying”.

Whichever disaster risk mapping techniques are used, their costs should be weighed against 
the high costs associated with not managing the potential risk of a disaster. In most cases, 
the cost of inaction will outweigh the cost of action. For instance, according to Khailani and 
Perera (2013, 617), “without adequate measures on development control, climate change 
induced floods alone may cost [Malaysia] RM100 million annually ($31,201,200).” 

Co-benefits. Intermediate. Maps based on LIDAR data can be used in several other 
contexts besides vulnerability identification. Additionally, laser-level or ground-based 
LIDAR surveys, by virtue of their manpower needs, will result in local job creation and 
increased community buy-in and empowerment (Albert et al. 2013).

Co-costs. More desirable. No co-cost information has been identified.

Barriers. Less desirable. As mentioned in the “Effectiveness” subsection above, LIDAR 
data are typically too coarse to capture accurately the risks and uncertainties associated 
with a rise in sea level. A LIDAR run at the necessary scale would be extraordinarily 
expensive, given that “a 1.5 m grid model which could capture the necessary terrain features 
would be ~ 105 times more expensive to run than one at 50 m” (Bates et al. 2011, Abstract). 
LIDAR data maps can also take several months to develop, and ground-based surveys add 
to that time because of the effort needed to map the terrain manually. According to Albert 
et al. (2013, 290), it takes “one day for a small team to map 500–1000 m of coastline.” As 
stated earlier, LIDAR and other mapping tools should be used alongside expert judgment 
and local knowledge.
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Feasibility of implementation. Intermediate for land-based LIDAR to less desirable 
for the airborne system. Terrestrial LIDAR is a much more feasible option than airborne 
LIDAR for a number of reasons, including cost and the fact that terrestrial LIDAR 
requires  less  specialized training or aircraft use. Additionally, mobile systems can be 
transferred from vehicle to vehicle, “depending on the cost effectiveness of using any 
particular vehicle for any project” (Manguerra, Morris, and Toups 2010, 1596).

Scale of implementation. Local to regional. High-resolution terrain mapping is typically 
conducted at a regional scale to make the tool more cost effective.

Applicable locations and conditions: According to Albert et al. (2013, 285), “For areas 
where LIDAR is not economically viable, ground methods are intended to provide an 
important balance of cost, simplicity, accuracy, and local participation that can assist remote 
coastal communities with coastal planning decisions.” They add that “the online tools and 
software packages providing sea level inundation assessments based on SRTM data are 
not appropriate for sea level rise adaptation planning on low-lying Pacific islands” (p. 286) 
and that “seismically active areas such as the Solomon Islands can have major topography 
changes after seismic events, where tectonic shifts can change coastal elevations on the 
order of 2 m. Such events would negate any previous LIDAR surveys and require resurvey 
and greatly increased costs depending on seismic event frequency” (p. 290). These factors 
should be taken into account in decisions regarding the types of mapping technologies to 
use in a given area. 

Potential financing and markets. The reviewed literature gave no information on 
potential markets, financing options, or funding channels. 

Further reading. Bhutan NEC 2006; Burrel, Davar, and Hughes 2007; van Aalst, Cannon, 
and Burton 2008; Sanyal and Lu 2009; Manguerra, Morris, and Toups 2010; Bates et al. 
2011; Brown 2011; Bhaktikul 2012; Wilby and Keenan 2012; Albert et al. 2013; Khailani and 
Perera 2013.

Box 7.2 Light detection and ranging: An example

The Solomon Islands mapped its coastal topography with the help of ground-based laser mapping techniques. These 
techniques “significantly improved vertical accuracy (62 cm) and [were] readily learned by local community members, 
who were able to independently map and determine the vulnerability of their costal community to inundation from sea 
level rise” (Albert et al. 2013, 285). The authors concluded that “of [the non-LIDAR ground-based mapping techniques], 
laser levels provide the best balance between accuracy and simplicity” (p. 286).

Reduce disaster-related risk and manage residual risk
Currently, $9 out of every $10 spent on disasters is disbursed after the fact rather than 
before extreme events occur (Shepherd et al. 2013). Building the capacity to anticipate and 
manage the risk of disasters can greatly lessen their impact. To illustrate, a study cited by 
the Intergovernmental Panel on Climate Change compared fatalities from the 2007 Sidr 
cyclone in Bangladesh (3,400) with those from the 2008 Nargis cyclone of similar strength 
in Myanmar (over 138,000), and attributed Bangladesh’s improved outcomes to better 
preparedness and response. DRM measures in Bangladesh included “the construction 
of multistoried cyclone shelters, improvement of forecasting and warning capacity, 
[establishment of] a coastal volunteer network, and coastal reforestation of mangroves 
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(IPCC 2014, 33). For more information on mangrove-related adaptation projects, see 
Chapter 3.

Planning ahead can shorten recovery time and reduce losses as communities are able to 
identify their most vulnerable areas and citizens before disaster occurs, prioritize resource 
allocation, and prevent maladaptation in areas of low or no vulnerability (Albert et al. 
2013). Planning ahead can also reduce costs in comparison with the expenses related to 
disaster relief and recovery. And predisaster interventions are less prone to corruption than 
postdisaster interventions (Mahmud and Prowse 2012). 

This section looks at technologies aimed at reducing vulnerability and limiting exposure. 
Among these technologies are information systems providing reliable data that prompt 
people to change their behavior in order to minimize their susceptibility to loss. 

Technology: Artificial lowering of glacial lakes 
Description. Glaciers are melting rapidly as global temperatures rise, glacial lakes are 
filling quickly, and new lakes are forming, significantly increasing the likelihood of glacial 
lake outburst floods (GLOFs). GLOFs occur when naturally formed moraines (glacial ice 
dams) burst and create swiftly moving floods downstream from glacial lakes. In addition 
to the threat of flooding, the debris flows that occur alongside the GLOFs evoke much 
concern. GLOFs can cause substantial damage. A 1981 GLOF in Nepal washed away the 
China–Nepal Friendship Bridge, severely damaged the Sunkoshi Hydropower Plant, and 
caused serious economic losses. A GLOF in the Tibetan Plateau in 2000 destroyed more 
than 10,000 houses and 98 bridges, and resulted in financial losses of about $75 million. 
In 2008, a GLOF from Gulkin Glacier in the Karakoram Himalayas also damaged several 
properties (Raj, Remya, and Vinod Kumar 2013). Artificially lowering these lakes can help 
reduce the risk of outburst flooding (Young et al. 2010; Carey et al. 2012; Leslie 2013).

Effectiveness. More desirable. According to Carey et al. (2012, 751), “Engineering efforts 
to partially drain and dam glacial lakes has been the single most successful strategy for 
reducing disaster risk and adapting to new environmental conditions” in areas at risk from 
a GLOF. However, lake lowering is merely one component of a comprehensive plan for 
managing the risk of this type of disaster, and is most effective when accompanied by 
other risk reduction measures, such as the implementation of early warning systems and 
preparedness education and planning for communities that would be affected by the flood. 
Although additional measures mean additional costs, these are necessary for success. 
For example, Bhutan’s Reducing Climate Change Induced Risks and Vulnerabilities from 
Glacial Lake Outburst Floods project involves both capacity development at the national, 
district, and community levels, and the expansion of an existing early warning system in the 
downstream Punakha–Wangdi Valley (Bhutan DDM, n.d.). 

Relative cost. More desirable to intermediate. Lowering lake levels entails significant 
costs. Estimates from two recent projects—the Thorthormi Lake project in Bhutan and 
the Tsho Rolpa Lake project in Nepal—range from $1 million to $3.2 million per lake 
(Bhutan NEC 2006; Bajracharya 2009; Nepal 2011; Leslie 2013). These estimates exclude 
sustained monitoring of lake levels and ongoing project inspection, to ensure the continued 
effectiveness of the projects. However, though the costs of lowering lake levels are high, a 
major GLOF event is likely to inflict even costlier losses and damage. 

Co-benefits. More desirable. Lake-lowering measures would reduce or eliminate the need 
to take other risk management efforts, such as resettling people who currently reside in the 
likely flood paths (Leslie 2013). 
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Co-costs. Intermediate. Lake-lowering projects can involve hazardous work in dangerous 
environments. Without proper precautions, workers recruited for these projects can die or 
be injured as a result of exposure, altitude sickness, disease, accidents, or other maladies 
(Leslie 2013).

Barriers. Less desirable. The main barrier to the use of the technology is the extreme 
level of logistical complexity presented by the difficult access to some glacial lakes. Lake-
lowering projects often take place in remote areas with steep inclines, nearly impassable to 
large machinery. Concerns about the possibility of heavy equipment toppling over on the 
steep slopes surrounding the Thorthormi and Raphstreng lakes in Bhutan led to the use of 
manual labor and low-tech tools in these projects (NASA 2009). The remote mountain 
areas also make for harsh working conditions in high elevations (Bhutan NEC 2006). 

Feasibility of implementation. Intermediate to less desirable, depending on the location. 
Lowering lakes to reduce the threat of GLOFs is easier to accomplish in more accessible 
areas. Bhutan’s GLOFs, on the other hand, are not close to roads. Another consideration 
is the need for long-term monitoring and maintenance. These considerations, and their 
budgetary and labor needs, must be taken into account in project implementation (Young 
et al. 2010). 

Scale of implementation. Site specific. The lowering of glacial lakes is a site-specific 
technology recommended only for lakes that are likely to cause a GLOF. Typically, national 
governments work with international aid partners on such projects.

Applicable locations and conditions. Glacial lakes occur or form at the base of melting 
glaciers, which may therefore pose the greatest threat for GLOFs. The earlier these lakes 
can be identified, the more feasible and less expensive the mitigation project will be  
(Leslie 2013). 

Potential financing and markets. According to Carey et al. (2012), the completion 
of projects in Peru during a period of rising economic instability in the country relied on 
private donors from England and Austria. A report prepared by the United Nations Office 
for Disaster Risk Reduction (UNISDR 2011) listed the following funding agencies for 
GLOF reduction projects: the Global Environment Facility (GEF), EuropeAid, the Global 
Facility for Disaster Reduction and Recovery, ADB, the Danish International Development 
Agency (Danida), the Australian Agency for International Development (AusAID), the 

Box 7.3  Management of risks of glacial lake outburst flooding: Some examples

Two of the biggest glacial lake outburst flood (GLOF) risk management projects in Asia have been the 
Thorthormi Lake project in Bhutan and the Tsho Rolpa Lake project in Nepal. The goal of the Thorthormi 
Lake project is to reduce the lake level by 5  meters, or “enough to eliminate hydrostatic pressure on 
its unstable moraine dam” (Sovacool et al. 2012b, 117). In Nepal, the Tsho Rolpa Lake was lowered by 
3 meters in 2000 through a 70-meter-long canal guiding flow into the Rolwaling River (Shrestha et al. 
2013).

Other GLOF risk management measures have been implemented in mountain areas worldwide. Much 
of the world’s expertise in draining glacial lakes was originally developed in Peru during an extensive, 
decadeslong GLOF prevention program run by the glaciology and hydrological resources unit of the 
National Water Authority (Carey et al. 2012).
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Japan International Cooperation Agency (JICA), and the US Agency for International 
Development (USAID). The Bhutan government’s main project intended to reduce GLOF-
related disaster risk is cofinanced with the GEF–Least Developed Countries Fund (LDCF), 
the Austrian government, the United Nations Development Programme (UNDP), and the 
World Wide Fund for Nature (WWF) Bhutan (Bhutan DDM, n.d.). 

Further reading. Bhutan DDM, n.d.; Bhutan NEC 2006; Bajracharya 2009; NASA 2009; 
Young et al. 2010; Nepal 2011; UNISDR 2011; Carey et al. 2012; Sovacool et al. 2012a, 
2012b; Leslie 2013; Shrestha et al. 2013; Raj, Remya, and Vinod Kumar 2013.

Technology: Monitoring systems 
Description. This section focuses on long-term (seasonal or longer) monitoring 
systems (for a discussion of short-term event warnings, see the “Technology: Early-
warning systems” subsection). Technologies for monitoring climate-related hazards and 
vulnerabilities are becoming increasingly common tools for climate change adaptation. 
These technology tools include, among others, remote sensing, numerical modeling, GISs, 
satellite-based vegetation indices, satellite rainfall estimates, gridded rainfall time series 
to provide historical context, and flood monitoring. These types of systems allow timely 
communication with individuals and communities about potential changes in the climate 
system, such as drought. These systems can then feed information into specific models 
such as those for famine monitoring (Verdin et al. 2005), flood mapping, operational crop 
yield forecasting (Balaghi et  al. 2010), and the monitoring and forecasting of livestock 
forage conditions (UNEP, NEPA, and GEP 2009) to ascertain vulnerability. 

Effectiveness. More desirable. When paired with stable communication channels, 
advances in these technologies increase the effectiveness of vulnerability monitoring, 
allowing individuals (such as farmers) and community systems (such as water utilities) 
to prepare for hazards and therefore minimize their potentially devastating effects. For 
example, in food-security monitoring, these technologies enable the early identification of 
at-risk populations and provide decision makers with the information they need to avert 
widespread hunger and famine (Verdin et al. 2005). Several of these tools have been well 
tested in developed countries and deemed efficient by users (Balaghi et al. 2010). 

Relative cost. Intermediate. Cost estimates for monitoring systems vary depending on the 
context, such as the components already in place and their location. One study estimated 
the costs of establishing a global agricultural monitoring network to be over $10 million, 
including the cost of establishing a steering group and “building the cyber-infrastructure, 
database management and training platform”; the costs of monitoring this network were 
estimated at $1.2 to $1.3 million per year (Sachs et al., 2010, 560). Costs related to training 
must also be taken into account. 

However, these costs must be considered alongside potential savings in disaster avoidance. 
According to Rogers and Tsirkunov (2011, 12), for example, an “[El Niño–Southern Oscillation 
(ENSO)] Early Warning System for Mexico could create benefits of approximately USD$10 
million annually, based on a 51-year time period of ENSO frequencies assuming a forecast 
skill of 70%. This value translates into an internal rate of return for such an early warning 
system of approximately 30%. The values for higher skill levels are correspondingly higher.”

Law (2012), on the other hand, examined the avoided costs associated with Ethiopia’s 
Livelihoods, Early Assessment and Protection (LEAP) system. The system uses weather 
information to estimate the size of the harvest in the country. When below-average yield is 
expected, the Ethiopian government distributes more food aid. For a single drought event, 
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the LEAP system provides benefits of more than $1 billion in avoided costs while not costing 
nearly as much. 

Co-benefits. Intermediate. Monitoring systems for agriculture and DRM share many 
similar tools and approaches, and should therefore be considered together whenever 
possible. Advancements in one field can inform use in the other. These systems can also 
be used for a wide range of other threats, including many pests (e.g., locusts), diseases, and 
algal blooms. 

Co-costs. More desirable. No co-costs have been identified.

Barriers. Intermediate. Unfortunately, these types of technologies present significant 
barriers to implementation. Their use by farmers is hampered by at least three factors: the 
financing needed to acquire the tools, the technological knowledge needed to use them, 
and the data assessment needs, which may exceed the resources of many developing 
areas (in many cases, system output should be interpreted by skilled experts). Ziervogel 
and Downing (2004, 79) caution that “if the forecast is used without an understanding 
of its probabilistic nature, stakeholders might become more vulnerable than they were 
before using it.” In the assessment phase, skilled experts can also help consider several 
socioeconomic and environmental variables that might affect results (Verdin et al. 2005). 

In an alternative setup, experts would use the systems and they would pass the information 
they obtain to local farmers. The barriers would be reduced, but the costs would be greater. 
Additionally, an element of local knowledge may be lost. 

Feasibility of implementation. Intermediate. Local, regional, or national monitoring tools 
require start-up capital for computer resources, internet access, and knowledge transfer, 
education, and training needs. Data should also be interpreted by skilled scientists and 
technical experts with more knowledge of climate change science (Verdin et al. 2005). 

Establishing a global monitoring network can be even more difficult. A global agricultural 
network of the kind proposed in the study mentioned in the “Relative cost” subsection 
above would require an international steering group of experts, a home for the cyber-
infrastructure, arrangements for input identification and monitoring, and venues for 
disseminating the information to farmers at the local level (Sachs et al. 2010).

Scale of implementation. Local to international. Monitoring systems can be put in place 
at the local to international level.

Applicable locations and conditions. This type of technology is best housed in areas with 
sufficient knowledge and technological infrastructure already in place, such as a regional 
university or government. However, this information should then be disseminated to a 
wider audience, especially to local farmers. 

Potential financing and markets. Many vulnerability monitoring programs are sponsored 
by international and national aid organizations.

Further reading. Ziervogel and Downing 2004; Verdin et al. 2005; Subbiah 2006; ADPC 
2007; UNEP, NEPA, and GEF 2009; Balaghi et al. 2010; Sachs et  al. 2010; Rogers and 
Tsirkunov 2011; Law 2012; Liu 2013.
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Technology: Emergency shelters
Description. Emergency shelters provide temporary shelter for people and livestock in 
times of emergency, such as during cyclones and flooding. Shelters can take different forms, 
but are most often made of concrete, constructed in coastal areas, and elevated above 
expected flood levels. Current research encourages shelter designers to consider providing 
enough space for all those for whom the shelter is intended, space for livestock, freshwater 
supplies, adequate sanitation facilities, sufficient lighting with an independent energy 
supply source, culturally appropriate spaces for women and men, and disability access 
(Paul and Dutt 2010; Dasgupta et al. 2011; Sterrett 2011).

Newer shelter designs also consider the use of the building outside emergency times, as a 
school, office, or community gathering space (Dasgupta et al. 2011), as long as those uses 
do not supplant emergency availability. 

Effectiveness. More desirable. Various studies have demonstrated the effectiveness 
of emergency shelters in saving lives (Pender 2008; Paul and Dutt 2010; Dasgupta et al. 
2011; Mallick and Rahman 2013). According to Dasgupta et al. (2011, 12–13), in Bangladesh 
“during Cyclone Sidr in 2007, 15% of the affected population took refuge in cyclone shelters, 
which were estimated to have saved thousands of lives.” 

However, a shelter’s effectiveness depends on its location and its ability to serve all who 
need it, and shelters must be perceived as being equitable to all. In a survey of Bangladeshis’ 
actions during Cyclone Aila in 2008, 31% of respondents said they were refused access 
to shelters, primarily blaming space constraints, although there existed some perception 
(particularly among the ultra-poor) that space was reserved for the social elite (Mahmud 
and Prowse 2012). Additionally, shelters and their structural integrity must be maintained 
between periods of emergency so they are still effective when needed.

Box 7.4  Monitoring systems: Some examples

In several countries, including Indonesia and the Philippines, the Asian Disaster Preparedness Center has developed a 
Climate Field School farmer education program with the support of the US foreign disaster assistance office of the US 
Agency for International Development (USAID), the global programs office of the US National Oceanic and Atmospheric 
Administration, and local in-country agencies. The program applies a field school training model (previously successful 
in integrated pest management education efforts) to communicate information developed through climate monitoring 
that will reduce flood and drought risks in agriculture. Educational materials (e.g., prediction scenarios, adaptive cropping 
strategies) are disseminated to farmers and agricultural extension specialists (Subbiah 2006; ADPC 2007). 

In Afghanistan, the 6-year Pastoral Engagement, Adaptation, and Capacity Enhancement (PEACE) Project provided 
vulnerability monitoring data on emerging forage conditions to livestock producers, among other technologies intended 
to promote livestock development in the country. The forecasts, based on satellite imagery, plant growth modeling, and 
ground monitoring, took the form of maps and bulletins and were given to herders and rangeland decision makers in 90-
day increments at the national level. This project was implemented by University of California–Davis and Texas A&M 
University, and was funded by USAID (UNEP, NEPA, and GEF 2009).

In Australia, a crop vulnerability monitoring tool known as Whopper Cropper is being used to assess climate variability risks 
to grain and cotton in New South Wales and Queensland. The monitoring tool “is designed to provide distributions of crop 
yields that enable the likely impact of management options to be rapidly evaluated. It was developed using an iterative 
process that involved extension professionals and the target user group” (Balaghi et al. 2010, 317).
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Finally, to a certain extent, the effectiveness of shelters depends on the position of this 
technique within a holistic DRM program that includes safe escape routes and evacuation 
procedures, effective warning systems and public awareness, and protective embankments. 
Without these other measures, even a well-designed shelter may not serve its purpose 
(Haque et al. 2012; Wilby and Keenan 2012).

Relative cost. Intermediate. The cost of building shelters can be high, but it should be 
considered in relation to the benefit of lives saved. One estimate places the cost of 
constructing a shelter in Bangladesh at $5 million (Bangladesh MOEF 2005). According 
to Chopra (2009b, 52), “Bangladesh has so far invested more than $10 billion to reduce 
vulnerability to natural disasters by building embankments and cyclone shelters, but it 
needs billions more to build similar infrastructure in the next 15 years.” Dasgupta et al. (2011) 
reinforces this statement, estimating that an additional 5,702 shelters at a cost of about 
$1.2  billion will be needed by 2050, taking into account climate change and population 
projections. 

Although all structures require upkeep, poorly designed shelters are very likely to require 
frequent maintenance to ensure they are in working order when needed. According to Paul 
and Dutt (2010), the lack of proper maintenance has left nearly half of the 3,976 cyclone 
shelters built in Bangladesh since 1972 damaged by river erosion, or abandoned because of 
their dilapidated condition.

Co-benefits. More desirable. Shelters with newer designs can be used as schools, offices, 
or community gathering spaces or for other purposes outside emergency times.

Co-costs. More desirable. Shelters with inadequate freshwater supplies or poor sanitation 
facilities could pose public health risks. 

Barriers. Intermediate. As discussed above, local culture–friendly shelter design is a critical 
consideration for this technology, as poor shelter design can result in several barriers to use. 
These include inadequate space provision or siting at distant locations, thus failing to meet 
the needs of the vulnerable population; culturally inappropriate access for women; and 
lack of freshwater supplies, proper sanitation facilities, or access for disabled individuals. 
Additionally, people who raise livestock for a living might not want to be separated from 
their animals (Paul and Dutt 2010; Mahmud and Prowse 2012). 

The 2005 Bangladesh National Adaptation Programme of Action identified three additional 
barriers: funding issues, proper use of shelters, and the need to consider rising sea levels in 
siting and construction. It will also become important to factor the increasing intensity of 
cyclones into shelter design, particularly roof design. Another consideration is the materials 
used in construction. Wang, Stewart, and Nguyen (2012) theorize that concrete structures 
could face increased threat of corrosion because of climate change, as concrete cracks 
under high temperatures and when exposed to wide ranges of temperature. However, 
newer concrete technology shows promise to increase durability, and should therefore 
be considered in structure design (see the discussion under “Technology: Engineered 
cementitious composite” in Chapter  5). Luckily, appropriate design and planning can 
overcome many of these barriers.

Feasibility of implementation. More desirable. As mentioned above, permanent 
emergency shelters have already been built in Asia and have been shown to save lives during 
storm events. Therefore, building more of these structures in areas subject to storm events 
is not only feasible but also desirable. Because emergency situations occur infrequently, 
permanent emergency shelters should be designed so that they can serve other purposes 
outside emergency situations.
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Scale of implementation. Local. Building sufficient shelters to achieve adequate 
protection for vulnerable regions could be difficult and expensive. For example, in the wake 
of Cyclone Sidr, the Bangladesh government initiated the construction of 2,000 new cyclone 
shelters in 15 low-lying coastal districts; however, those were hardly enough to cover the 
country’s more than 700 kilometers of coastline. Instead of building large cyclone shelters, 
establishing a dense network of smaller shelter buildings, at a distance of 2 kilometers or 
less from households and villages, is recommended (Haque et al. 2012). Other countries 
with long coastlines, such as the People’s Republic of China, India, Indonesia, Malaysia, and 
Viet Nam,  could face similar challenges.

Applicable locations and conditions. Emergency shelters are more effective in areas 
where ample warning can be given before the approach of an extreme event, as is the case 
with most cyclones, and enough time is allowed for evacuation to the shelters. But in areas 
prone to sudden flash flooding, when there is not much warning about the event, shelters 
are less helpful. “Since climate change is expected to cause more heavy rainfall and flash 
flooding, emergency protocols will need to be kept under review, and guidance to the public 
updated accordingly,” Wilby and Keenan (2012, 366) point out.

As discussed earlier, the siting of shelters is important to their use. According to Paul and 
Dutt (2010, 350), “informal conversations with respondents revealed that, unless a shelter 
is within about 1.5 kilometers of a residence, it may be too far for coastal residents to 
travel to during an emergency, because not enough time is left to reach safety by the time 
they decide to evacuate. Public shelters in Pirojpur, on average, are 8 km apart, and many 
respondents were not willing to walk that distance to a safer refuge.”

Potential financing and markets. In the reviewed literature, no information on potential 
markets, financing options, or funding channels was identified. Shelters appear to be a 
public good, and it is difficult to imagine how privately run shelters could exclude the poor 
from access. 

Further reading. Bangladesh MOEF 2005; Pender 2008; Chopra 2009a, 2009b; Paul and 
Dutt 2010; Dasgupta et al. 2011; Sterrett 2011; Haque et al. 2012; Healy 2012; Mahmud 
and Prowse 2012; Wang, Stewart, and Nguyen 2012; Wilby and Keenan 2012; Mallick and 
Rahman 2013; Shepherd et al. 2013.

Box 7.5  Emergency shelters: An example

Cyclone shelters are widely used in Bangladesh. Mallick and Rahman (2013, 91) note: “Bangladesh has been successful 
in significantly reducing human casualties from cyclone  and the multipurpose cyclone shelters have been playing a great 
role in this regard.” The article also discusses the country’s Cyclone Preparedness Programme (CPP), which has helped 
to make shelter use effective. The CPP is jointly run by the Bangladesh Red Crescent Societies and the government and, 
according to Mallick and Rahman (2013, 91), “can be considered as the precondition for the successful working of the 
cyclone shelters as one of its major activities is to disseminate cyclone warnings and mobilize the people at risk to cyclone 
shelters.”
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Technology: Early-warning systems 
Description. Early-warning systems can warn of various “short-term” weather-related 
extreme events such as heat waves, flooding, coastal storms, fires, and mudslides 
(United Nations 2006; Sheffield and Landrigan 2011). Early-warning systems comprise 
local forecasting technologies, systems generating warnings, and communication-
oriented technologies alerting vulnerable citizens to imminent threats. This discussion 
of early warning systems is centered on warnings of short-term events; for a discussion 
of monitoring systems for long-term (seasonal or longer) events, see the “Technology: 
Monitoring systems” subsection. 

As climate extremes change, early warning systems may provide a useful adaptation by 
giving adequate warning so people can take appropriate coping measures (Ziervogel and 
Downing 2004). Early-warning systems can involve various levels of technological input, 
from phone trees to automatic monitoring stations. For example, the GLOF early warning 
system in Bhutan is “the first of its kind in South Asia [and] consists of six automatic 
water-level monitors stationed at four of Table Mountain’s glacial lakes and at two points 
downstream, plus 17 sirens installed in at-risk villages” (Leslie 2013). 

Effectiveness. More desirable. Early-warning systems, when used effectively, can 
significantly reduce the death toll from natural disasters (Healy 2012). For example, when 
tropical cyclone Phailin hit the eastern coast of India in October 2013, early warning and 
evacuation systems were credited with saving thousands of lives. Only 25 people died, 
compared with the 10,000 people killed when an equivalent storm struck the same area in 
1999 (Jose and Friedman 2013). Dasgupta et al. (2011, 14) reiterate the importance of early 
warning systems in saving lives, emphasizing that systems have improved in recent years, 
but also that “the general consensus is that further improvements are needed.” 

Community members must be able to understand the messages, know what effects 
to watch for, and act accordingly. Unfortunately, there are several accounts of early 
warning systems failing to work properly in a time of need. People or households did not 
receive the necessary messages because of a technical or procedural failure (Paul and 
Dutt 2010; Mahmud and Prowse 2012). For example, before tropical cyclone Sidr came 
ashore in Bangladesh in 2007, “Dissemination of cyclone warnings suffered from a lack of 
microphone batteries, and sirens did not work in several places due to the loss of electricity. 
The warning message was incomplete. People had difficulty hearing the warning due to 
the wind” (Paul and Dutt 2010, 353). However, the same authors go on to point out that 
“Despite its obvious shortcomings, the early cyclone warning issued by public authorities 
saved many lives” (Paul and Dutt 2010, 353). 

Relative cost. Intermediate to less desirable. The costs of early warning systems vary 
greatly, depending on the type of technology used. Leslie (2013) writes about a $1.25 million 
satellite-based early warning system for GLOFs at Thorthormi Lake; a related community 
outreach program would cost in the range of $374,000. Dasgupta et al. (2011) estimate the 
costs of a comprehensive early warning system at $46 million. The cost estimates provided 
by Dasgupta et al. (2011) cover improvements in projections ($8 million), modernization 
of the Bangladesh Meteorological Department with the latest equipment and training 
($30 million), operation and maintenance of existing and new observatories ($5 million), 
and an awareness and promotion program ($3 million). 

However, economies of scale can be reaped when governments, organizations, and other 
entities cooperate on early warning system projects. For example, the Regional Integrated 
Multi-Hazard Early Warning System for Africa and Asia (RIMES) provides early warning 
services for tsunami and hydrometeorological hazards to its members, in exchange for 
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financial support that falls far short of the costs of establishing individual early warning 
systems for high-impact, low frequency hazards (RIMES, n.d.). 

Co-benefits. Intermediate. Early-warning systems can also be used for events unrelated to 
the weather like volcanic eruptions and epidemics (United Nations 2006).

Co-costs. Intermediate. Of course, even early warning systems with effective technology 
cannot be guaranteed to change behavior. People may choose not to act on warnings 
or may not act in time. Early-warning systems must be installed along with the technical 
capacity to use and monitor the systems, including understanding of the forecasts and 
the appropriate time to use the warning systems. Too many false alarms can result in 
the complacency of end users (Lazo et al. 2010; Wilby and Keenan 2012). This can be 
especially true if people have survived coastal storms in the past, or if a forecast event that 
sparked a previous warning did not materialize. For instance, “a 7.8 magnitude earthquake 
off the coast of Sumatra prompted Indonesian authorities to issue a tsunami alert on 13 
September 2007. Although they later canceled the alert for Indonesia, it remained in 
effect in Bangladesh, and more than 1 million people evacuated from coastal areas” (Paul 
and Dutt 2010, 350–351). Additionally, “although 38% of households received a cyclone 
warning before Aila, they did not take it seriously enough. Participants explained as the 
height of the previous tidal surge during Cyclone Sidr in 2007 was overestimated, many 
people under-estimated the height during Aila. In addition, Aila was only given a category 7 
cyclone rating” (Mahmud and Prowse 2012, 936). 

Barriers. More desirable to intermediate. Two of the major barriers to using early warning 
systems are inadequate training for system managers and education for warning recipients, 
and sporadic monitoring. Several studies identified insufficient training or lack of local 
knowledge as a major impediment to using current early warning systems effectively 
(Ziervogel and Downing 2004; Bhutan NEC 2006; Dasgupta et al. 2011; Wilby and Keenan 
2012). If both system managers and warning recipients are not adequately trained, the 
result could be a lack of behavior change and a failure of beneficiaries to recognize the 
value of weather advisories (Bhutan NEC 2006). Moreover, early warning systems need 
to be designed with the “vulnerabilities, risks and response capacities” of the area in mind 
(Basher 2006, 2172). 

Another barrier to effective early warning systems is insufficient monitoring and 
maintenance of the systems once they are in place. According to Leslie (2013), the 
Bhutanese GLOF “early warning system is delicate, and requires constant monitoring of 
equipment and frequent on-site surveillance of the lakes.” Operation and maintenance 
funds must therefore be included in initial cost estimates for early warning systems.

Feasibility of implementation. More desirable. There are two issues associated with 
the feasibility of early warning systems for hazard risk reduction. These are the technical 
feasibility of installing, using, and monitoring the systems and the feasibility of effective 
use of warning information by local end users once the systems are in place. The media will 
have an important role in distributing the information provided by early warning systems 
(United Nations 2006).

Scale of implementation. Local to regional. Early-warning systems can be used at local to 
regional levels. The media, local radio stations, and community volunteers can play pivotal 
roles in the effective dissemination of early warning information. 

Applicable locations and conditions. Early-warning systems can be used anywhere in the 
world, but local considerations, such as reliability of power supply and cell phone service, 
combined with local knowledge, as well as the varying susceptibilities of different areas 
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of the world to different dangers, should be taken into consideration when designing and 
implementing these systems. In the developing world, early warning systems may benefit 
from the expanded use of information technology (Zschau and Küppers 2003).

Potential financing and markets. The projects highlighted by Sovacool et al. (2012a, 
2012b) were all funded by the Least Developed Countries Fund of the Global Environment 
Facility (GEF). Wong, de Lacy, and Jiang (2012) discuss the potential for public–private 
partnerships where the private sector provides the technologies for early warning systems 
to developing countries.

Further reading. Zschau and Küppers 2003; Ziervogel and Downing 2004; Samoa MNREM 
2005; Basher 2006; Bhutan NEC 2006; United Nations 2006; Tuvalu MNREAL 2007; 
Cooper et al. 2008; Bajracharya 2009; Glantz 2009; Lao PDR MAF 2009; Lioubimtseva 
and Henebry 2009; Birkmann et al. 2010; Lazo et al. 2010; Nepal MOSTE 2010; Paul and 
Dutt 2010; Young et al. 2010; Dasgupta et al. 2011; Sheffield and Landrigan 2011; Sterrett 
2011; Healy 2012; Mahmud and Prowse 2012; Sovacool et al. 2012a, 2012b; Stucker et al. 
2012; Wilby and Keenan 2012; Wong, de Lacy, and Jiang 2012; Jose and Friedman 2013; 
Leslie 2013; Mallick and Rahman 2013; Traore et al. 2013; RIMES, n.d.

Improve disaster response
Building capacity to respond strategically to disasters in general will increase the ability of 
governments, NGOs, and others to save and sustain human lives, minimize suffering, and 
expedite recovery efforts in the face of projected climate impact, such as intense tropical 
cyclones and other extreme events. 

Box 7.6  Early-warning systems: Some examples

In the Kyrgyz Republic, “when heavy rains start, transboundary early warning calls are made from water managers . . .  
to colleagues, mayors, farm managers, and/or friends downstream. The early warning calls give downstream Water User 
Associations (WUAs) approximately 2–4 hours to prepare by opening side or parallel canals and by opening the Plotina 
Dam. The early warning calls allow disaster support groups, especially in the upstream Khozho–Bakyrgan WUA to warn 
households near the river. [Additionally,] local governments have provided some phones for this purpose” (Stucker et al. 
2012, 284).

Both Leslie (2013) and Sovacool et al. (2012a, 2012b) give information about the early warning systems associated with 
the risk of glacial lake outburst flooding from the Thorthormi Lake in Bhutan, as mentioned earlier in this and previous 
subsections. 

Bajracharya (2009) discusses a GLOF early warning system that failed because of inadequate maintenance. The system 
for Tsho Rolpa Lake in Nepal, one of the country’s biggest glacial lakes, was installed in 1997 but unfortunately, “due to poor 
maintenance and lack of ownership, the system worked for only a couple of years and now not a single set [of receivers and 
transmitters] exists in the field” (Bajracharya 2009, 9).

In Bangladesh, the government and the Bangladesh Red Crescent Societies jointly run a cyclone preparedness program 
(CPP). According to Mallick and Rahman (2013, 91), “The CPP can be considered as the precondition for the successful 
working of the cyclone shelters as one of its major activities is to disseminate cyclone warnings and mobilize the people at 
risk to cyclone shelters.”
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Technology: Social media in disaster response
Description. A relatively new technology trend in DRM is the use of platforms such as 
Twitter, Facebook, and other social media sites to help in sending out alerts, tracking the 
effects of disasters, gathering and distributing aid and relief supplies, coordinating logistics 
and volunteer efforts, and improving information sharing following disasters. Social media 
messaging “can include information about where the shelters are, distribution sites, and 
other contact information” (Li and Rao 2010, 18). Social media can be an extremely valuable 
tool in this field because of its ability to quickly disseminate targeted, relevant information. 
Several recent studies have cited the use of social media in disaster preparedness and 
response: 

“Ad-hoc crisis communities form on-the-fly as existing social media communities, 
news organizations, and users converge in social media spaces in response to sudden 
tragedies” (Goolsby 2010, 7:1).

Microblogging platforms serve as a new arena for self-organizing for volunteers to 
assist in relief efforts (Starbird and Palen 2011).

“In real applications, such as crisis management and decision making, monitoring 
the critical events over social streams will enable watch officers to analyze a whole 
situation that is a composite event, and make the right decision based on the detailed 
contexts such as what is happening, where [it] is happening, and who are involved” 
(Zhou and Chen 2013, Abstract).

Although still an emerging field of study, this type of technology is already being used 
in disaster response around the world and can be applied in Asian economies. The role 
of social media was studied during the 2008 earthquake in the PRC; typhoon Morakot 
in Taipei,China, in 2009; and the 2011 earthquake and tsunami in Japan (Huang, Chan,  
and Hyder 2010; Li and Rao 2010; Acar and Muraki 2011; Gundecha and Liu 2012;  
Schmidt 2012). 

Formal databases, tools, and programs are starting to emerge in this field. For instance, 
“the [Arizona State University (ASU)] Coordination Tracker (ACT) is an event response 
coordination system with the primary goal of facilitating multi-organization response 
(military, governments, NGOs, etc.) to an event such as a disaster and providing relief 
organizations the means for better collaboration and coordination during a crisis” 
(Gundecha and Liu 2012, 13). 

Effectiveness. More desirable. Overall, social media involvement seems to be an effective 
technology for disaster response. According to Huang, Chan, and Hyder (2010, 3), 
“Community response grids and microblogging can help reduce the gaps between residents 
and professional emergency rescuers in providing direct information during emergencies 
and understanding the severity and breadth of major disasters.” Li and Rao (2010) state 
that Twitter “can dramatically help improve the information quality in terms of timeliness 
for emergency response system” (p.  9) and “allows for increased accuracy over a short 
period of time” (p. 5). The same authors state, “Twitter is not only one of the best tools for 
citizen reporting in emergencies[;] its real usefulness is its ability to get messages to users’ 
friends and family and provide evacuation updates” (p. 18).

Studies have begun to track specific examples of the efficacy of social media in disaster 
management and response. During the 2008 PRC earthquake, “information was being 
disseminated by Twitter a full three minutes before the USGS had the first report of the 
earthquake” (Li and Rao, 2010, 1). The same study also points out that “Subsequent to 
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the earthquake, cellular networks were overloaded. Communication with channels 
accessible via text messaging such as Twitter played an enormous role in helping news 
[to] be communicated from and to the victims of the disaster as it was often the only 
communication means available” (Li and Rao, 2010, 1).

In the case of the Morakot typhoon, social media helped community residents, professional 
emergency rescuers, and government agencies gather and disseminate real-time 
information regarding volunteer recruitment, relief supplies allocation, and victim locations. 
Compilation of microblogging platform data enabled rescuers to locate 14 trapped people 
by the second day (Huang, Chan, and Hyder 2010).

In surveying news coverage following the 2011 earthquake and subsequent tsunamis 
in Japan, Acar and Muraki (2011) found that media reported that Twitter was the only 
communication tool that functioned properly right away. The same study states, “Overall, 
Twitter was a more reliable communication tool than TV, radio, landlines, mobile phones, 
and e-mail” (Acar and Muraki 2011, 398). On a disease-related note, according to Schmidt 
(2012, 398), “Twitter content predicted flu outbreaks 1–2 weeks ahead of the [US Centers 
for Disease Control and Prevention’s] surveillance average.”

Despite several positive studies about social media effectiveness, however, there are also 
still some concerns about the use of social media to spark a proper response to natural 
disasters. Authorities can find Twitter chaotic during a crisis (Goolsby 2010). Also, there are 
specific concerns about the accuracy and reliability of using social media messages and the 
low signal-to-noise ratio with the hashtagged messages. However, recommendations are 
available and research is under way to address those concerns. Research is being done, for 
example, to determine the credibility of tweets with as much as 70%–80% accuracy through 
an analysis of measurable diffferences. The creation of official hashtags, the introduction of 
an information traceability system into Twitter, and reliance on repeated reports of correct 
information to overcome erroneous reports have also been recommended (Li and Rao 
2010; Acar and Muraki 2011; Zhou and Chen 2013).

Relative cost. Unknown. While there is typically no charge for microblogging platforms’ end 
users, there would be costs involved in setting up coordination and tracking mechanisms. 

Co-benefits. Intermediate. The use of social media in disasters can also help raise global 
awareness of disasters and trigger an increase in donations. It can also help family members 
to reconnect following a disaster.

Co-costs. Intermediate. One of the main concerns related to the use of social media 
revolves around issues of privacy and control. According to Schmidt (2012, 31), the subject 
raises “hard questions about privacy and about how data streams generated by cell-phone 
and social-media use might be made available for health research. One crucial question 
is whether social media unnecessarily [fan] public fears or [spread] misinformation that 
exacerbates pandemic threats.”

Barriers. Intermediate. The main barrier to the use of social media in disaster response is 
the need for appropriate equipment, knowledge, and reliable data or internet service. And, 
as Huang, Chan, and Hyder (2010, 4) point out, “Illiteracy, limited education, poverty, and 
lack of local language websites and basic computer skills are some of the major factors that 
restrict the use of information and communication technology by the general population. . . . 
The less affluent and the less educated people have less access to information technology. 
Unfortunately, those residents are usually the most vulnerable.”
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Accurate processing of the large, and ever-increasing, volumes of data that come from 
social media platforms also has barriers to surmount (Goolsby 2010; Zhou and Chen 2013). 
Goolsby (2010, 7:3) notes that “users at first-responder agencies have long held to the notion 
that information provided by tools must be authoritative; failure to provide correct data can 
cost lives.” Gundecha and Liu (2012, 12) cite lack of formal coordination mechanisms as 
another barrier to the use of social media: “Current applications do not provide a common 
mechanism specifically designed for collaboration and coordination between disparate 
relief organizations. For example, relief organizations that work independently can cause 
conflicts and complicate the relief efforts.”

Finally, although social media can be an effective immediate tool in disaster response, 
“traditional media channels need to be used during the entirety of the timeline in order to 
confirm this information’s accuracy” (Li and Rao 2010, 15). In addition, social media will 
generally not have universal coverage. 

Feasibility of implementation. More desirable. With the right equipment and knowledge, 
and with reliable data services, social media can be easily used. However, effective use of 
this tool in disaster relief efforts demands monitoring and organization. Crowd-sourced 
information resources benefit from a team of validators or a “benevolent dictator” to police 
quality and impose order (Goolsby 2010). More official coordination is needed among 
governments, scientific agencies, relief groups, and others in order to formalize the use of 
social media in disaster contexts. 

Scale of implementation. Local to international. Although access to cell phones is a 
concern for the poorest of the poor, according to Schmidt (2012, 32), 90% of the global 
population has access to cell phone coverage, and “among the world’s 7 billion people, an 
estimated 5.3 billion have cell phone accounts.” 

Applicable locations and conditions. The use of this technology in disaster management 
will work best in areas where a large proportion of the population currently uses mobile 
devices and social media platforms. Goolsby (2010, 7:6) hypothesizes: “Part of the reason 
that Twitter became an ad hoc crisis platform was because of its familiarity.” Considerations 
about use and accessibility should be taken into account in applying this technology in poor 
settings (Huang, Chan, and Hyder 2010).

Potential financing and markets. In the reviewed literature, no information on potential 
markets, financing options, or funding channels was identified. Social media networks are 
typically provided by the private sector. However, the emergency response and disaster 
relief services that use the data in DRM-related programs can be provided by the public 
sector. 

Further reading. Goolsby 2010; Huang, Chan, and Hyder 2010; Li and Rao 2010; Acar and 
Muraki 2011; Ichiguchi 2011; Starbird and Palen 2011; Field et al. 2012; Gundecha and Liu 
2012; Schmidt 2012; Zhou and Chen 2013.
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Box 7.7  Social media in disaster response: Some examples

The examples presented are taken from disaster responses to geophysical hazards; however, the technologies employed 
could be repurposed to suit responses to hazards related to climate impact.

Li and Rao (2010, 5) give this account of the use of social media during the 2008 earthquake in Sichuan, People’s Republic 
of China:

Information about the massive earthquake was spread through text messages, instant messages, and micro-blogging 
services, such as ‘Twitter’. As the cellular networks were overloaded, these textbased communications played an enormous 
role in helping the victims of the disaster. Accessibility of information was a major factor in the Sichuan earthquake. In the 
area around the epicenter, the infrastructure was devastated. It was not until towards the end of the first month [that] 
communications were fully restored. Cell phone conversations were impossible. People had no access to television or the 
internet. The main mode of two-way communication for most people was text messaging [because] low bandwidth did not 
place as large of a load on the fragile network. Twitter’s ability to be used via text message, and the 140 character limit which 
further constrains its required bandwidth, has made it an ideal communication tool in such a situation. 

There are several examples of social media’s facilitation role in disaster management following the 2011 Japan earthquakes 
and tsunamis. According to Acar and Muraki (2011, 396–397), “In the immediate aftermath of the 3/11/2011 Japanese 
earthquake, an official Twitter account set up by the Miyagi local city authorities sent out several tsunami warnings. 
Citizens in affected areas also used Twitter to send out help requests. People mostly asked for help either for themselves 
or their loved ones by indicating location.” This information could then be linked to geographic information system (GIS) 
mapping for geographic data collection and analysis. Because the internet was a primary mode of communication that 
was not knocked out by the earthquake or tsunami, many people were completely dependent on it as their sole source 
of information and communication, either through streamed news reports or social media platforms such as Twitter, 
Facebook, and Skype (Ichiguchi 2011).

As discussed in the “Effectiveness” subsection above, there are several emerging tools for controlling and coordinating the 
use of social media in disaster relief and management. These tools are the next step in advancing this technological field 
and include the Arizona State University Coordination Tracker (ACT), Ushahidi, TweetTracker, and HealthMap:

Gundecha and Liu (2012, 13) have found that the ACT is a “speedy and effective approach with easy, open communication, 
and streamlined coordination” and they go on to conclude that “crowdsourcing is capable of leveraging participatory social 
media services and tools to collect information, and it allows crowds to participate in various humanitarian assistance and 
disaster relief (HADR) tasks. Its integration with crisis maps has been a very effective crowdsourcing application in HADR 
efforts” (p. 12).

Ushahidi, developed by a Kenyan activist to monitor election fraud, has expanded to a variety of uses including disaster 
response. It is currently used in Afghanistan, Kenya, and Mexico (Goolsby 2010). 

TweetTracker “is a Twitter-based analytic and visualization tool [focused on helping] HADR relief organizations to acquire 
situational awareness during disasters and emergencies to aid disaster relief efforts” (Gundecha and Liu 2012, 13). 

HealthMap (http://healthmap.org/) “mines news websites, government alerts, eyewitness accounts, and other data 
sources for outbreaks of various illnesses reported around the world” (Schmidt 2012, 31).
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Disaster Risk Management Sector Synthesis
The disaster-focused summary table (Table 7.2) presents the relationships among the four 
projected types of climate change impact, six2 related technology needs, and six adaptation 
technologies. See Box 7.1 (“Technology Evaluation Scoring Method”) at the start of Section 
7.2 for further details about the scoring criterion. 

The “Financing” column in the table reflects the information on funding channels available 
in the literature reviewed for this report. To the extent possible, the funding channels for 
each technology are characterized in two ways:

Are funding channels primarily public or private, or a combination of both? “Public” funding 
channels refer to governments, intergovernmental and international organizations, and 
nonprofits, and “private” funding channels, to private companies and foundations. 

Are funding channels established or emerging? Established funding is defined where there 
are various examples of funding for that type of technology. The designation “emerging” 
funding is given in cases where there are limited examples of the technology in practice. 

An “uncertain” designation in either category is intended only to convey that insufficient 
information on this topic was identified in the literature review, which was conducted within 
the resource constraints of this research project. In general, designations do not reflect an 
in-depth analysis of markets and financing options, and should be viewed as preliminary. 

Different iterations of monitoring systems and early warning systems will address distinct 
technology needs depending on the focus of the tool (e.g., monitoring systems can provide 
surveillance for disease outbreaks, unfavorable foraging conditions, extreme weather 
conditions, and other hazards). 

Of the sectors studied in this report, DRM has been shown to be the most widely 
crosscutting, with all other sectors referencing its suite of evaluated technologies at least 
once. This is primarily due to the need in many sectors for various types of effective early 
warning systems.

2 The impact and technology needs listed in Table 7.2 relate to those listed in Table 7.1, but do not match those 
precisely because they have been consolidated on the basis of similarities and common characteristics.
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Table 7.2  DRM sector summary 

DISASTER RISK MANAGEMENT

TECHNOLOGIES ASSESSED

See Coastal Resources, Water Resources

Damage to infrastructure 
from extreme events Human injuries and deaths

TECHNOLOGY NEEDS

Improved extreme event monitoring and 
early warning systems

Stormwater management

Barriers

Accommodation

Improved construction techniques and
materials

Improved disaster management

 

 

CLIMATE IMPACTS

Local to 
regional

Site-specific

Local

Local to 
regional

Local to 
international 

Local to 
international 

SUMMARY OF DISASTER RISK MANAGEMENT TECHNOLOGIES

 

 

 

 

 

 

   

 

 

 
unknown

7.2.3 Improve disaster response

7.2.2 Reduce disaster-related risk and manage residual risk

7.2.1 Identify disaster risks and vulnerabilities

LIDAR

Artificial lowering of
glacial lakes

Monitoring systems

Emergency shelters

Early warning systems

Social media in 
disaster response

Coastal flooding Inland flooding

See Coastal Resources, Water Resources

See Coastal Resources, Water Resources

See Transportation

Mostly public
Emerging

Public and 
private

Established

Public
Established

Public
Established

Mostly public, 
some private
Established

Mostly private, 
some public

Emerging

TECHNOLOGY EFFECTIVENESS CO-BENEFITS CO-COSTS BARRIERS
FEASIBILITY OF 

IMPLEMENTATION
RELATIVE 

COSTa
SCALE OF 

IMPLEMENTATION FINANCINGb

a For disaster risk management, the cost scoring for all technologies is done per unit (although in some cases that means a regionwide warning system), according to the following scale: 
More desirable = less than $1 million per unit, Intermediate = $1–$10 million per unit, Less desirable = less than $10 million per unit.

b See the “Disaster Risk Management Sector Synthesis” section of this chapter for details.

More desirable Intermediate Less desirable
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APPENDIX 1

List of ADB Regions  
and Countries

ADB Region Countriesa

East Asia China, People’s Republic of Mongolia
Southeast Asia Cambodia Myanmar
  Indonesia Philippines
  Lao PDR Thailand
  Malaysia Viet Nam
South Asia Bangladesh Maldives
  Bhutan Nepal
  India Sri Lanka
Central and West Asia Afghanistan Kyrgyz Republic
  Armenia Pakistan
  Azerbaijan Tajikistan
  Georgia Turkmenistan
  Kazakhstan Uzbekistan
Pacific Cook Islands Papua New Guinea
  Fiji Samoa
  Kiribati Solomon Islands
  Marshall Islands Timor-Leste
  Micronesia, Federated States of Tonga
  Nauru Tuvalu
  Palau Vanuatu

a Developing countries in which ADB has operations.

Source: ADB 2014.
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APPENDIX 2

Technologies that Meet 
Several Needs within  
a Sector

Within each sector there are often various technology options for each need. This 
appendix presents tables and accompanying analyses that allow readers to identify  
(i) the technologies that address a specific need (look for the need of interest among the 
column headings and then read down the column), and (ii) the different needs within a 
sector that a specific technology can address (look for the technology of interest in the first 
column and then track it horizontally). Technologies that meet several needs within a sector 
are referred to here as “multi-need technologies.”The analysis is done by sector but considers 
all 41 technologies evaluated in the report. Unrelated technologies, single-need technologies, 
and needs not addressed by any multi-need technology are not included in the analysis. 

This level of analysis is useful to decision makers because technologies that meet several 
needs at the same time have the potential to extend the value of resources spent on climate 
adaptation in the face of budgetary constraints. Sector leaders or practitioners who wish to 
know which technologies meet the most needs within their sector would find this analysis 
particularly useful. 

Agriculture
Twenty-four (59%) of the 41 evaluated technologies each meet more than one need within 
the agriculture sector. The technologies with the widest applicability are:

Crop breeding. This is a broad-focus technology. Individual breeding programs may 
be concerned with developing new varieties with greater heat tolerance, lower water 
requirements, higher moisture tolerance, improved pest and disease resilience, greater 
salinity tolerance, or other features. While specific types of crop breeding may share 
some of the same infrastructure and technology, each variety is likely to require specific 
knowledge and resources. 

Fungal symbionts. This technology, though slightly narrower in focus than crop 
breeding, is still an example of a single technique used to increase the resilience of 
crops to various environmental stressors. It is still in the laboratory-testing phase. 

Rainwater harvesting. This technology from the water resources sector conveys 
several benefits to agricultural practitioners as they seek to manage their water needs 
and resources efficiently. 

Technologies for water demand reduction. Also evaluated under the water 
resources sector, these broad-focus technologies comprise no- or low-flow toilets, 
low-flow showerheads, reformulated manufacturing techniques, and other water 
conservation mechanisms intended to ensure the availability of adequate water for 
needs in agriculture and other sectors. 
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Multi-need 
technology

New crop 
varieties with 
greater heat 

tolerance

New crop 
varieties with 
lower water 

requirements

Improved 
water 

collection, 
storage, and 
distribution 
techniques

Improved 
irrigation 
efficiency

New crop 
varieties 

with higher 
moisture 
tolerance

Improved 
drainage 

techniques
Agriculture

Crop breeding � � �

Floating agriculture �

Fungal symbionts � � �

Laser land leveling � � �

Pressurized irrigation � � �

Coastal and water resources
Accommodation to 
flooding �

Structural barriers
Coastal engineering
Beach nourishment 
and dune construction
Constructed wetlands 
and artificial reefs
Geosynthetics
Water resources
Aquifer recharge �

Desalination �

Interbasin water 
transfer �

Nonstructural barriers 
to flooding
Rainwater harvesting � � �

Reservoirs �

Stormwater 
management and 
bioswales �

Water demand 
reduction � � �

Water loss reduction � � �

Water storage � �

Disaster risk management
Early-warning systems
Light detection and 
ranging (LIDAR) � �

Monitoring systems

Social media in disaster 
response

Table A2.1  Technologies that meet several needs in the agriculture sector
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 ��Agriculture needs

New crop 
varieties with 
improved pest 

and disease 
resistance

Improved pest 
and disease 

management 
techniques

Barriers to 
saltwater 
intrusion

Increased 
sustainable 

aquifer recharge

New crop 
varieties with 

greater salinity 
tolerance

Improved 
extreme weather 

prediction and 
early warning 

systems

Improved crop 
and livestock 

protection from 
extreme weather 

events

� � � �

� �

� � � �

�

� �

� �

� �

� �

�

�

�

� �

�

�

�

�

�

� �

�

� � �

� �
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Coastal Resources
Sixteen (39%) of the 41 evaluated technologies each meet several needs within the coastal 
resources sector. The technologies with the widest applicability are:

Technologies for water loss reduction. Also evaluated under the water resources 
sector, these broad-focus technologies include, among others, reservoir linings, water 
meters, pressure control equipment, and novel uses for tree cover and other vegetation. 
These technologies meet general water-related needs and can also be used in coastal 
environments. 

Structural barriers to coastal flooding. These broad-focus technologies (e.g., levees, 
dikes, sea walls) meet various needs, primarily those related to protecting coastal 
resources and preventing flooding. 

Table A2.2  Technologies that meet several needs in the coastal resources sector

Multi-need technology

Hard or soft 
protection of 

coastal resources

Improved 
construction 

techniques to 
accommodate 

flooding

Improved drainage 
and stormwater 

management

Improved 
extreme weather 

prediction and 
early warning 

systems

Improved 
evacuation 
techniques 

and 
procedures

Agriculture          
Laser land leveling �

Pressurized irrigation 
technologies �

Coastal and water resources
Accommodation to flooding � � �

Structural barriers � � �

Coastal engineering
Beach nourishment and dune 
construction �

Constructed wetlands and 
artificial reefs � �

Geosynthetics �

Water resources
Aquifer recharge
Desalination
Nonstructural barriers to 
flooding � � �

Point-of-use water treatments �

Rainwater harvesting �

Stormwater management and 
bioswales � � �

Water demand reduction
Water loss reduction �

Disaster risk management
Artificial lowering of glacial lakes � � �
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Nonstructural barriers to coastal flooding. The use of these technologies in the 
water resources sector is also evaluated. They address general concerns related to 
flooding, resource degradation, and saltwater intrusion within the coastal resources 
context, particularly in a diverse range of shallow water habitats. 

Stormwater management and bioswales. These water resources technologies 
help protect coastal resources, improve drainage, accommodate flooding, and defend 
against saltwater intrusion. 

    Coastal resources needs

Improved 
water-use 
efficiency

Improved water 
collection, 

storage, and 
distribution 
techniques

Increased 
sustainable 

groundwater use

Barriers to 
saltwater 
intrusion

Increased 
sustainable 

aquifer recharge Desalination
Beach 

nourishment
             
� �

� � �

�

� �

�

�

� �

� �

�

�

�

�

� � �

� � �
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Table A2.3  Technologies that meet several needs in the human health sector

Multi-need 
technology

Human health needs

Improved 
surveillance 
of pest and 

disease 
outbreaks

Improved 
health care 

access, 
diagnosis, 
treatment

Improved 
earlywarning 

systems  
for food 

emergencies

Improved 
emergency 

food 
distribution 

systems

Improved  
disaster 

management

Improved 
extreme 
weather  

prediction and 
earlywarning 

systems
Human health
e-Health � � � � �

Rapid diagnos-
tic tests

� �

Disaster risk management
Early-warning 
systems

� � � � �

Monitoring 
systems

� � � � �

Social media 
in disaster 
response

� � �

Human Health
Only five (12%) of the 41 evaluated technologies each meet more than one need within the 
human health sector. The two technologies with the widest applicability are:

e-Health. This broad-focus technology covers a gamut of health sector activities and 
services enabled by information and communication technologies. Individual examples 
of e-Health could focus on improving disease surveillance or providing better access to 
accurate diagnosis and effective care, among other climate adaptation needs. 

Early-warning systems. These broad-focus technologies are also evaluated under 
disaster risk management. Different systems may focus on different threats (e.g., 
disease outbreaks, vector migration, food emergencies, extreme events). 
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Transportation
Thirteen (32%) of the 41 evaluated technologies each meet several needs within the 
transportation sector. Six of these 13 technologies address three adaptation needs each, 
and seven technologies each address two adaptation needs. This is a relatively even mix of 
technologies: all address more than one need each, but no technology is more widely applicable 
than the rest. One of these technologies, intelligent transportation systems, is evaluated only 
under the transportation sector.

Table A2.4  Technologies that meet several needs in the transportation sector

Multi-need technology

Transportation needs
Improved 

prediction of 
extreme weather 

events and 
conditions  

(high flow) and 
early warning 

systems

Improved 
construction 

techniques to 
accommodate 
heat, flooding, 

inundation, and 
high winds

Improved 
disaster 

management

Hard or  
soft 

protection  
of coastal 
resources

Integrated 
contingency 

planning

Improved 
stormwater 

management
Coastal and water resources
Accommodation � � �

Structural barriers � �

Coastal resources 
Beach nourishment and 
dune construction

� �

Constructed wetlands and 
artificial reefs

� �

Geosynthetics � �

Transportation
Intelligent transportation 
systems

� � �

Water resources
Nonstructural barriers to 
flooding

� �

Stormwater management and bioswales � � �

Disaster risk management
Artificial lowering of glacial 
lakes

� � �

Early-warning systems � � �

Light detection and ranging 
(LIDAR)

� �

Monitoring systems � �

Social media in disaster 
response

� � �
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Water Resources
Fourteen (34%) of the 41 evaluated technologies meet several needs each within the 
water resources sector. Seven of these 14 technologies each meet at least four different 
adaptation needs, but none are significantly more widely applicable than the others.

Table A2.5  Technologies that meet several needs in the water resources sector

Multi-need 
technology

Water resources needs

Improved 
water 

collection, 
storage, and 
distribution 
techniques

Improved 
water-use 
efficiency

Water 
recycling 

and 
reuse

Increased 
sustainable 

aquifer 
recharge

Improved 
stormwater 

and flood 
management 

using both 
gray and 

green 
infrastructure

Barriers 
to 

saltwater 
intrusion

Increased 
water 

treatment Desalination

Improved 
stormwater 

management 
to prevent 

contamination 
of surface 

water

Source 
water 

protection
Agriculture
Pressurized 
irrigation 
technologies � �

Coastal and water resources
Structural barriers � � � �

Coastal resources 
Beach 
nourishment and 
dune construction � � � �

Constructed 
wetlands and 
artificial reefs � � � �

Geosynthetics � � � �

Human health
Accommodation 
to inland flooding � �

Aquifer recharge � �

Desalination � � �

Flood-proofed 
drinking water 
wells � � � �

Flood-proofed 
sanitary latrines � �

Nonstructural 
barriers to inland 
flooding � � � �

Point-of-use water 
treatments � � �

Stormwater 
management and 
bioswales � � � �

Wastewater 
treatment � �
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Disaster Risk Management
Fourteen (34%) of the 41 evaluated technologies each meet more than one need within 
the disaster risk management sector. Eight of these 14 technologies each address two 
adaptation needs, and six address three adaptation needs each. These technologies present 
a relatively even mix of technologies with wider applicability, none of which are significantly 
more applicable than the others.

Table A2.6  Technologies that meet several needs in the disaster risk management sector

Multi-need 
technology

Disaster risk management needs

Improved 
extreme weather 

prediction and 
early warning 

systems

Improved 
stormwater 

and flood 
management 

using both 
gray and green 
infrastructure

Improved 
construction 

techniques to 
accommodate 
heat, flooding, 
and high winds

Improved  
disaster 

management

Hard or soft 
protection of  

coastal 
resources

Coastal and water resources
Accommodation � � �

Structural barriers � �

Coastal resources 
Beach nourishment 
and dune 
construction

� � �

Constructed wetlands 
and artificial reefs

� � �

Geosynthetics � �

Transportation
Intelligent 
transportation 
systems

� �

Water resources
Nonstructural barriers 
to inland flooding

� � �

Stormwater 
management and 
bioswales

� � �

Disaster risk management 
Artificial lowering of 
glacial lakes

� �

Early-warning systems � �

Emergency shelters � �

Light detection and 
ranging (LIDAR)

� � �

Monitoring systems � �

Social media in 
disaster response

� �
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